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Abstract

In this thesis, the impact of halogen bonding on electronic and vibrational spectroscopic

properties of organic fluoroborate compounds is explored using theoretical and compu-

tational methods. This thesis offers a comprehensive understanding of the mechanisms

underlying these intermolecular interactions and their effects on the electronic and vibra-

tional spectra. For each studied spectroscopic property, different research projects focused

on the interactions between organic fluoroborate dyes and perfluorohaloarenes were carried

out. These projects were designed based on their broad chemical interest and the valuable

insights that computational chemistry can offer to the existing body of knowledge on the

subject. In the first block of the thesis, I studied the photophysical properties associated

with the electronic spectra of complexes formed through halogen bonding. In the second

block of the thesis, the focus was on the distinctive signatures of halogen bonding in the

infrared spectrum of molecular complexes.

The design of new organic dyes and the development of strategies to obtain the desired

properties is still a challenging work in synthetic chemistry. Nowadays several families of

dyes are studied to provide new materials of interest for the industry. Thus, this research

topic is the focus of much activity and there is still plenty of room for development. The use

of intermolecular interactions in such strategies to obtain dyes with desired photophysical

properties requires further investigation, especially for halogen bonding. The main role of

computational chemistry in this field falls to the determination of the photophysical prop-

erties of organic fluoroborates and the simulation of the effect of halogen bonding on these



properties. In this thesis, two sets of dyes are studied (Chapter 4), both formed by dyes

that have been designed to be prone to interact through halogen bonds (XB) and exhibit

Intramolecular Charge Transfer (ICT), with a BF/BF2 fragment as the electron-accepting

group and a N,N-dimethylamino group as the electron-donating group. The first set of

dyes contains the XB acceptor site outside the acceptor-donor CT pathway. In this way,

due to the halogen bond nature, the pulling of electron density should favor the CT along

the conjugated system of the dye, modifying its photophysical properties. The second set

of dyes contains two different XB acceptor sites, one outside the CT pathway but near the

BF2 group, and one between the electron acceptor and donor groups. In this way, the ef-

fect of the halogen bond in distinct positions within the molecule can be compared with

the dyes of the first set. Therefore, the effect of the halogen bond in the electronic struc-

ture of the dyes is investigated to rationalize the underlying process occurring within this

intermolecular interaction. The electronic structure calculations agreed with experimen-

tal data showing a nice fit in the absorption and emission maximum wavelength changes

upon complexation. The analysis of the stability of the complexes and the electron density

change during the absorption and emission processes allowed us to rationalize the effect of

the halogen bonding on the photophysical properties of the organic fluoroborate dyes.

The use of infrared (IR) spectroscopy for investigating intermolecular interactions, such

as halogen bonding, has garnered significant attention in recent decades. While spectro-

scopic features have been identified to elucidate molecular complexes, understanding the

physical origins of these features has remained elusive. In this thesis, a novel method has

been developed to uncover the physical origins of changes in the IR spectrum of molecular

complexes resulting from intermolecular interactions. This method is based on a direct

connection between changes in the nuclear relaxation polarizability and changes in IR

intensity due to intermolecular interactions. By linking these changes, any Energy De-

composition Analysis (EDA) can be applied, allowing for the partitioning of changes in

IR intensity caused by halogen bonding into terms with different physical origins such

as electrostatics, exchange, and delocalization. The application of this method to molec-

ular complexes sharing structural similarities with the organic fluoroborate dyes studied

in this thesis underscores its interpretative power, providing new insights into the effect

of halogen bonding on vibrational spectroscopy and enhancing our understanding of this

intermolecular interaction.



The thesis is organized into six chapters. The introduction, Chapter 1, outlines the

chemical significance of the selected topics and summarizes contributions from the chem-

istry community to date. Chapter 2 presents the theoretical methods, tools, and computa-

tional strategies employed throughout the thesis to conduct studies effectively. Chapter 3

outlines the objectives of the thesis. Chapters 4 and 5 delve into the discussion of reported

results. Finally, Chapter 6 summarizes the main conclusions drawn from the thesis.
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CHAPTER 1

Introduction

Intermolecular interactions, although significantly weaker than intramolecular covalent
bonds, play a crucial role in shaping the properties of molecules [1]. During the last
decades, halogen bonding (XB), as one of the non-covalent interactions, has gained sig-
nificant attention for its unique properties, such as directionality, tunability, and hydropho-
bicity [2]. Although substantial advancements have been made in both experimental and
theoretical investigations, a deeper understanding of the halogen bond is crucial for the
scientific community for its applications in biochemistry [3], crystal engineering [4], and
photoresponsive materials [5]. The development of a variety of methods allowed the char-
acterization of halogen bonding in molecular complexes in gas phase, solution, and solids.
The present thesis highlights the use of electronic and infrared (IR) spectroscopy, both of
which play a crucial role in the identification and characterization of this interaction [6, 7].
To achieve this, computational chemistry has been employed. Computational chemistry
has become a widely used tool in the scientific community, utilizing methods of theoreti-
cal chemistry to calculate the geometries, electronic and vibrational structures, interactions,
and properties of molecules. Using computational chemistry, the electronic and vibrational
structure of molecules can be simulated with high accuracy, allowing for the identification
of specific spectral features, such as vibrational frequencies or electronic transitions, and
elucidation of molecular mechanisms governing spectroscopic behavior.
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1.1. Dyes in Organic Chemistry

1.1 Dyes in Organic Chemistry

Throughout history and across cultures and continents, colors have been an intrinsic part
of cultural, scientific, and artistic development. From prehistoric cave paintings to modern
masterpieces, the interest in novel, bright colors, and their multiple applications has re-
mained a central aspect of human life. In Egypt, for instance, color held such significance
that artisans developed complex processes to synthesize pigments, broadening their color
palette. Egyptian blue, a symbol of royalty and divinity, was created by grinding a specific
mineral mixture. During the Greco-Roman era, color took on a social dimension, leading
to laws that restricted the use of certain colors, like the highly prized purple dye extracted
from shellfish. In the Middle Ages, the main impetus for new colors was the development
of art.

Figure 1.1: Molecular structure of the most important dye discoveries.

Once the need for colors evolved, the world of dyeing changed drastically in 1856. The
turning point came with the discovery of mauveine by William Henry Perkin while trying
to synthesize quinine, a drug used to cure malaria. Although mauveine only remained a
commercial product for a few years, it led to the development of a huge new industry,
especially in Europe [8]. Subsequent findings led to a significant transformation in this
field. From the discovery of diazo compounds in 1859 by Griess [9] to the development of
the first azo dyes in 1861, and the introduction of the first fully synthetic organic pigment
named Para Red by Meldola in 1885, to the expansion of the field of sulfur dyes by Vidal
in 1893, the color chemistry experienced significant advancements (Figure 1.1).
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1.1. Dyes in Organic Chemistry

Two important developments were introduced in the 20th century. The first, phthalo-
cyanines, constituted a group of colorants that transformed the methods of this field to
obtain the blue and green parts of the spectrum. The second, reactive dyes, allowed cellu-
losic fibers to achieve remarkable levels of colorfastness (i.e. the resistance of a material
to change in any of its color characteristics), which was previously achieved only through
very complex and expensive processes. The development of reactive dyes created the ten-
dency to move away from purely empirical synthesis towards studying their mechanisms
and processes. Although serendipity had an important role, the knowledge obtained by
synthetic organic chemistry remained an important tool. Building on earlier observations,
Graebe and Liebermann discovered that colored dyes share a common feature: conjugated
double bonds. Witt then developed the first comprehensive theory, proposing that colored
compounds possess specific groups called chromophores, which are the specific parts of
the molecule responsible for its color. This ‘chromophore theory’ remains the foundation
for many empirical theories even today. However, it was primarily the development of
quantum theory in the late 1920s that led to a new, purely quantum mechanical explanation
of the chemical bond and, subsequently, the color of the chemical compounds and their
spectral properties in general.

According to these theories, the term dyes is used to name compounds that display color
due to their ability to absorb or emit light in the visible spectrum (400–700 nm) and possess
at least one chromophore. Notably, just as two adjacent p-orbitals in a molecule form a π-
bond, three or more adjacent p-orbitals in a molecule can form a conjugated π-system.
Organic compounds carrying conjugated π-system can absorb visible light, exciting the
molecule from its ground state (S0) into an electronic excited state (S1, S2...). Once the
molecule is excited, different processes can occur. In many cases, the subsequent emission
of a photon occurs, with the return of the molecule to its ground state S0. This phenomenon,
known as fluorescence, represents one of the possible outcomes of electronic excitation.
Furthermore, the presence of a conjugated system allows for the resonance of electrons,
which contributes to the stability of the molecule. When any of the mentioned features
are lacking from the molecular structure, the color is usually not present. In addition to
these features, the presence of functional groups containing lone pairs of electrons, known
as auxochromes, further influences this extended system of alternating single and double
bonds. Auxochromes can participate in resonance, extending the conjugated system of
the molecule. Although they are not responsible for color themselves, their presence can
influence the color of a dye by shifting the position of its absorption band.

Crucial structural aspects of organic molecules influence several key properties, in-
cluding the wavelength and intensity of the absorption and emission maximum. The
design, synthesis, and application of functional chromophores with specific and tunable
optical and electronic properties have gained significant attention in photonics and opto-
electronics [10], as well as in organic light-emitting diodes (OLEDs) [11], dye-sensitized

5



1.1. Dyes in Organic Chemistry

solar cells [12], and bioimaging [13]. The most efficient and widely used strategies up to
date involve the incorporation of heteroatoms, the introduction of electron-donating and/or
electron-withdrawing substituents into the parent π-conjugated framework, and the exten-
sion of their π-systems by annulation with aromatic groups leading to polycyclic aromatic
hydrocarbons [14, 15]. However, these established methods often face limitations due to
chemical instability, poor solubility caused by the large size of the conjugated system,
and difficulties in their synthesis. As a result, special efforts have been directed toward
the design of new functional chromophores that overcome these limitations. To achieve
this goal, researchers have systematically engineered various dye families, including pol-
yaromatics (pyrene, tetracene, pentacene, etc.) [16], porphyrins [17], coumarins [18], xan-
thenes (rhodamines, fluorescein, etc.) [19], cyanines (Cy2, Cy3, and Cy5, etc.) [20], and
squaraines [21], among others. One widely recognized group of dyes in recent times has
been derivatives based on 4,4-difluoro-4-bora-3a,4a-diaza-s-indacene (BODIPY) (Figure
1.2a). These dyes have attracted the attention of the scientific community due to their tun-
able emission properties ( i.e. their ability to emit different colors), and intensive efforts to
improve their photochemical stability have provided promising results [22, 23].

1.1.1 BF/BF2 Chromophores: Properties and Applications

Since their discovery by Treibs and Kreuzer in 1968 [24], boron-dipyrromethene (BOD-
IPY) dyes have experienced a remarkable increase in the number and range of applications.
In many cases, BODIPY dyes display relatively narrow absorption and emission bands,
high molar absorption coefficients, and outstanding fluorescence quantum yields (FQY).
Furthermore, BODIPY dyes exhibit redox activity in the ground and excited states, mak-
ing them attractive materials for electron transfer, charge separation, excimer formation,
and near-infrared emission [25–27]. However, one major drawback of BODIPY dyes, de-
spite their intense fluorescence in solution, is their weak emission in the solid state, limiting
their potential for optoelectronic applications. This weak emission is mostly produced by
self-absorption caused by a small Stokes shift, leading to a strong overlap between both
spectra. Additionally, the flat conjugated core facilitates tight packing of the molecules,
significantly quenching their luminescence. The introduction of bulky substituents onto
dyes is one effective strategy for decreasing intermolecular interactions [28]. In contrast,
controlled aggregation can sometimes enhance fluorescence. This approach is useful for
creating fluorescent particles from molecules that don’t show fluorescence on their own in
solution [29]. Due to the limitations mentioned, tailoring neutral boron dyes for fine-tuning
their optical and physical properties has been explored in energy conversion devices, such
as in OLEDs [30], organic photovoltaics [31], cascade-energy-transport devices [32], fluo-
rescent probes [33, 34], and near-infrared absorbing systems [35].
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1.1. Dyes in Organic Chemistry

Figure 1.2: Molecular structure of (a) BODIPY, (b) the different types of BF2 dyes, and (c)
ditopic BF2 dye.

The search for new dyes and methods to tune their properties remains a challenging tar-
get for a growing community of chemists and is far from being finished. Another promis-
ing strategy in the ongoing search for new dyes involves fluorophores containing BF/BF2

groups, which have been demonstrated to exhibit high fluorescence efficiency, holding a
privileged position within this field. These dyes feature a central boron atom bonded to
four surrounding atoms, typically two neutral nitrogen and/or oxygen atoms, and two addi-
tional ligands, such as fluorine, to maintain overall neutrality. This configuration stabilizes
the surrounding atoms of the boron through coordination, inducing rigidification and pla-
narity of the π-system at the core (Figure 1.2b). This rigid structure leads to enhanced
fluorescence quantum yields, conjugation, and charge transfer along the molecule’s main
axis, when proper substituents are used [36, 37]. Additionally, most of the N,N, N,O,
or O,O complexes of boron(III) are easy to prepare and handle, and display outstanding
fluorescence properties in solution and solid-state, overcoming the principal limitation of
BODIPYs [38, 39].

The photophysical properties of these molecules are typically attributed to the exci-
tation from the ground state (S0) to the first excited state (S1), resulting from a strong π

→ π∗ transition within the conjugated backbone. Following this excitation, the electron
may return to the ground state (S0), emitting a photon in the process. The presence of
conjugated systems strongly affects the energy levels of the molecule’s electrons, which
is crucial for understanding how dyes behave [40–44]. When two or more chromophores
are conjugated, the absorption maximum tends to shift towards a longer wavelength (lower
energy) and usually exhibits greater intensity compared to a simple unconjugated chro-
mophore. Figure 1.3 illustrates the significance of conjugation in the UV-Vis spectrum. In
conjugated dienes (C=C–C=C), the π molecular orbitals of individual alkene groups (C=C)
combine to create two new bonding molecular orbitals, namely π1 and π2, together with
two antibonding molecular orbitals, π∗

3 , and π∗
4 .
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1.1. Dyes in Organic Chemistry

Figure 1.3: Energy level diagram with electronic transitions in conjugated systems.

Figure 1.3 shows that the promotion of an electron from the highest occupied molecular
orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) of a conjugated diene
(π2 → π∗

3) is lower in energy compared to the individual alkene group transition (π → π∗).
Similarly, for other conjugated chromophores, the energy difference between HOMO and
LUMO is decreased, leading to a bathochromic shift (shift towards longer wavelengths).
Thus, increasing the degree of π conjugation of organic frameworks is an effective strategy
for stabilizing the LUMO and shifting both absorption and emission spectra. However,
this red-shifted absorption can sometimes lead to lower quantum yields, as dictated by the
energy gap law [45]. A common approach to enhance the quantum yield by increasing the
rigidity of the core and extending the delocalization along the dye has led to engineering
ditopic ligands capable of offering two chelation sites, as illustrated in Figure 1.2c [46].
The rigidification of the structure disfavors the vibrational and rotational nonradiative de-
activation channels, leading to exceptionally high fluorescence quantum yields [47].

Interestingly, dyes can be designed with specific molecular arrangements that create an
excited state in which the charge is redistributed within the molecule. This excited state
can then emit light. Although their lifetimes are usually short, these dyes exhibit a sig-
nificant increase in Stokes shift with solvent polarity, rendering them suitable for various
applications [48–50]. Furthermore, these push-pull organic BF2 dyes have been previously
demonstrated to exhibit nonlinear optical properties, offering interesting applications in
optical devices for data storage, communication, switching, computing, and image pro-
cessing [51–55].

Besides, various mechanisms termed quenching can decrease the intensity of the ab-
sorption and emission of an organic dye. Dynamic quenching occurs when the quencher
molecule collides with the dye in an excited state, leading to an energy transfer process
between the dye and the quencher and the subsequent deactivation of the excited dye
molecule. This process is dependent on the concentration of the quencher. On the other
hand, static quenching involves the formation of a ground state complex between the dye
and the quencher that prevents the fluorophore from absorbing light to promote an elec-
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1.2. Halogen Bonding

tron to the excited state and therefore prevents fluorescence from occurring [56]. Static
quenching is usually observed as a decrease in the absorption of the dye, in addition to the
reduction in fluorescence intensity. By understanding and characterizing all these effects,
particularly in the context of halogen bonding, researchers can design tunable materials
with fluorescence properties tailored for a wide range of applications.

A wide variety of examples of new organic borate dyes can be found in the litera-
ture. Some boron complexes exhibit a relatively strong covalency of B–O and B–N bonds
compared to other atoms used in the field of electroluminescent devices, such as aluminum.
This feature allows the engineering of numerous high-performance fluorescent borate emit-
ters for use in OLED devices [57]. Beyond OLEDs, borate complexes also serve as pho-
tosensitizers in photovoltaic cells and polymerization, enabling efficient cascade energy
transfer under certain functionalization conditions [32, 58]. A distinct potential applica-
tion is the use of these dyes as optical chemical sensors, where the electronic structure of
the dyes changes by the effect of the chemical composition of the environment, such as
solvent effects, and intermolecular interactions. Numerous studies have been published on
this subject, highlighting their versatility. For instance, research has led to the development
of highly stable and pH-independent boranil dyes, used for the selective detection of H2O2.
These dyes have extended applications in the imaging of H2O2 in living cells [59]. Simi-
larly, there have been successful efforts in designing novel colorimetric probes tailored for
the selective and sensitive detection of NO2, both in solution and air [60]. Additionally, a
series of innovative redox-active, fluorescent halogen bonding and hydrogen bonding (HB)
BODIPY-based anion sensors have been introduced [61]. Despite their numerous attrac-
tive features, some aspects of their spectroscopic properties require further investigation.
By understanding how to control these dyes at a fundamental level, scientists can manipu-
late their properties to obtain novel materials. In the present thesis, the efforts are focused
on the study of the effect of halogen bonding on the spectroscopic properties of organic
fluoroborate dyes.

1.2 Halogen Bonding

Non-covalent interactions play a crucial role in determining the physical properties of mat-
ter across various states. These interactions shape the structure, stability, and functionality
of molecules and materials in fields like biology, chemistry, physics, nanotechnology, and
pharmacy [62–64]. Nowadays, there are several known non-covalent interactions, such
as hydrogen bonding, π–π stacking, and halogen bonding. This classification of inter-
molecular interactions can be put on solid quantitative grounds using modern theories like
symmetry-adapted perturbation theory (SAPT), i.e. it is possible to analyze quantitatively
the stability of molecular complexes in terms of fundamental interaction types (electro-
static, exchange, induction, dispersion).

9



1.2. Halogen Bonding

The history of the study of halogen bonding can be traced back approximately two
centuries ago when I2· · ·NH3 was serendipitously synthesized by J. J. Colin while work-
ing in the laboratory of J. L. Gay-Lussac. However, it was not until a century later that
significant discoveries on charge-transfer interactions by R. Mulliken and O. Hassel were
made [65]. The new understanding of these kinds of interactions allowed for fundamen-
tal advancements in the comprehension of the nature of halogen bonding. These early
studies established that the strength of halogen bonding increases with the polarizability
of the halogen atom, following the trend F < Cl < Br < I [66–68]. This trend is fur-
ther emphasized by fluorine, the least polarizable halogen. Fluorine only exhibits halogen
bonding when attached to a particularly strong electron-withdrawing group [69, 70]. Ad-
ditionally, in the 1950s, X-ray crystallography studies by O. Hassel played a key role in
understanding how atoms are arranged in halogen-bonded complexes formed by molecules
with two halogen atoms (dihalogens) or halogen-containing molecules (halocarbons) and
electron-donating molecules. The review by H. A. Bent in 1968 on the chemistry of donor-
acceptor adducts comprehensively discussed the crystal structures of halogen-bonded sys-
tems known at that time [71]. This review emphasized distinctive geometric features such
as short interatomic distances and high directionality. This understanding opened the door
to designing halogen-bonded complexes with tailored properties. Scientists discovered
they could control the structure and function of these self-assembled adducts by carefully
choosing the building blocks (molecules) involved. However, the ability of the halogens to
act as an electrophilic species was surprising and counter-intuitive as they are among the
most electronegative elements in the periodic table.

A significant breakthrough in understanding the electronic structure of halogen bonding
emerged from computational studies in the early 1990s, focusing on the electron density
distribution in halogen atoms. Studies by P. Politzer and J. S. Murray were particularly im-
pactful as they demonstrated the anisotropic charge distribution on halogen atoms forming
one covalent bond [72–74], leading to the definition of the “σ-hole”, a region of depleted
and often positive electrostatic potential on the surface of halogen atoms. The σ-hole con-
cept has been expanded and now refers to the electron-deficient outer lobe of a half-filled
p (or nearly p) orbital of an atom forming a covalent bond [75].

Figure 1.4: Schematic representation of the halogen bond.
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1.2. Halogen Bonding

If the electron deficiency of the outer lobe is significant, there can be a positive electro-
static potential region, interacting non-covalently with the negative sites on other molecules.
The process of characterizing the halogen bond increased the interest of the scientific com-
munity in the topic. The strength and tunability of the interaction, resulting from the pos-
sible use of four different halogen atoms acting as electron density acceptor sites, resulted
in a rapid increase in the number of investigations on XB. Finally, the IUPAC project’s
inaugural event further refined this consensus. After a 200-year process, the IUPAC def-
inition of the XB finally registered the agreement reached by the scientific community [76]:

‘A halogen bond occurs when there is evidence of a net attractive interaction

between an electrophilic region associated with a halogen atom in a molecular

entity and a nucleophilic region in another, or the same, molecular entity.’

– IUPAC definition of halogen bond

According to this definition, a typical halogen bond is represented as R–X· · ·Y, where
dots indicate the noncovalent interaction. The XB donor is denoted by R–X. Here, R is an
electron-withdrawing group, and X is a halogen atom covalently bonded to R. This halogen
atom has an electrophilic region on its surface, as shown in Figure 1.4. The XB acceptor
is Y, which donates electron density to R–X. It can be an anion or a neutral molecule
containing a nucleophilic region, such as a lone pair or a π-system. Interestingly, the term
halogen bond offers the advantage of explicitly highlighting the most characteristic and
general aspect of the interaction, namely, that it involves halogen atoms. Extensive reviews
on the nature of the halogen bond and its applications can be found in the literature [2,
77]. Additionally, this term recalls immediately the term hydrogen bond, and by analogy,
halogens are presumed to work as electrophiles similar to the hydrogen atoms in hydrogen
bonding. However, while both interactions involve a positive site played by the respective
atom (halogen or hydrogen), they differ in several aspects.

Notably, halogen bonds exhibit higher directionality compared to hydrogen bonds.
Typically, the R–X· · ·Y angle for reasonably strong halogen bond adducts is close to 180°.
This feature arises from various factors, such as its charge-transfer character in which lone
pair electrons of Y are donated into the σ∗ orbital of the halogen bond donor, and the
electrostatic attraction between Y and the halogen bond donor due to the anisotropic distri-
bution of its electron density. Additionally, repulsive interaction between the p-orbitals of
the halogen atom lone pairs and the halogen bond acceptor contributes to the directional-
ity of the noncovalent interaction. Consequently, strong halogen bonds with shorter bond
lengths tend to be more directional than weaker ones with longer lengths. Additionally, re-
ducing the polarizability of the halogen bond donor can decrease its linearity. This feature
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1.2. Halogen Bonding

has been established both experimentally [78] and computationally [79, 80], forming the
basis of their high reliability in crystal engineering.

The XB donor ability, which determines the interaction strength, decreases in the order
I > Br > Cl > F. This trend is explained by the positive character of the σ hole, which
increases with the polarizability and decreases with the electronegativity of the halogen
atom [81]. The energy of the XB can also be tuned by structural modifications affecting
the electron-withdrawing ability of the moieties covalently bound to a given halogen atom.
When electron-withdrawing moieties diminish the electron density in the region called the
σ-hole on the XB donor atom, the strengthening of the XB can be achieved. Additionally,
the closer the electron-withdrawing moiety is to the halogen atom, the greater the effect.
For that reason, haloarenes have been commonly used in crystal engineering based on XB.
Nowadays, the partial or full substitution of hydrogen atoms with fluorine atoms on the
aromatic ring is a well-established strategy to increase the size and positive potential of the
σ-hole at the halogen atom [82].

Halogen atoms, particularly I and Br, are often considered hydrophobic, unlike typical
hydrogen bond donors such as OH and NH groups. This difference between the two donor
site types results in many useful applications. For instance, drug absorption and delivery
to target tissues typically require the compound to cross cell membranes. By incorporating
halogen atoms into lead compounds, scientists can increase their lipophilicity (affinity for
fats) and therefore their ability to pass through these cell membranes [83]. A well-known
example is the drug chloramphenicol, which contains chlorine atoms and exhibits improved
lipophilicity compared to its non-halogenated counterpart [84].

Furthermore, the halogen atoms possess larger van der Waals (vdW) radii than the
hydrogen atom, leading to differences in some properties of interactions involving these
atoms. For instance, vdW radius for iodine is approximately 1.65 times larger than hy-
drogen. Consequently, XB is more sensitive to steric hindrance than HB. Noteworthy, in
certain cases, bromine might be preferred over iodine due to the latter’s higher vdW radii
overcoming the advantage of its higher polarizability. However, it is important to note that
excessive halogenation can sometimes lead to unintended consequences, such as increased
toxicity or decreased water solubility. Careful design is crucial for achieving the desired
balance of properties.

The unique properties of halogen bonding have spurred extensive research, establish-
ing it as a valuable tool in diverse fields such as self-assembly [66], biochemistry [85],
crystal engineering [86], and photoresponsive materials science [87]. Halogen bonding’s
ability to precisely control molecular alignment, particularly in liquid-crystalline materials,
has opened doors for light-powered applications such as photomechanical oscillators [88],
plastic micromotors [89], and robotic arm movements [90]. This success largely relies on
the directional nature of halogen bonding. Moreover, its tunability offers unprecedented
potential for fundamental research on light-induced motions, compared to other material
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1.2. Halogen Bonding

systems. Despite the successful application of XB in self-assembly designs, certain funda-
mental aspects of this interaction remain under debate. The σ-hole concept elegantly ratio-
nalized the behavior of halogen atoms as electrophiles and it is commonly used. However,
documented examples of halogen-bonded complexes exist whose characteristics cannot be
solely explained by the σ-hole [91, 92]. Thus, the study of such interactions is needed
for the further understanding of its nature and unveiling its effects on the spectroscopic
properties of organic dyes.

Understanding the energetic and structural characteristics of molecular interactions is
crucial for researchers in various fields. Techniques such as electronic and infrared spec-
troscopy offer a powerful means of probing the structural features of molecular systems.
For instance, electronic spectroscopy is a versatile tool for both qualitative and quantitative
analysis. Specifically, fluorescence analysis is widely used across various sample states,
including powders, crystals, films, and liquids. It offers numerous advantages, such as
high sensitivity, strong selectivity, minimal sample volume requirement, and the provision
of multiple physical parameters.

As mentioned in the previous section, organic luminescent materials have received
considerable attention due to their potential applications in fields like organic electron-
ics, photonics, and sensing [93]. The packing of these materials in the solid state greatly
influences their emissive properties, making it essential to tune these properties via exter-
nal stimuli such as intermolecular interactions [94]. Duan et al. demonstrated a notable
example of utilizing halogen bonding to tune the fluorescence of solid-state materials [95].
They cocrystallized a stilbene derivative with nonfluorescent halogen and hydrogen bond
donors. This approach resulted in distinct crystal packing compared to the pure compound,
which in turn strongly affected its optical properties, enabling the tuning of emission color
from blue to green and yellow. Building on this concept, Taddei et al. further underscored
the importance of halogen bonding in modulating luminescence properties, particularly
emission intensity or wavelength. For instance, they studied the luminescence properties
of several 1,8-naphthalimide derivatives in solution and the crystal/co-crystal state, reveal-
ing that solid crystals displayed red-shifted fluorescence with increased emission quantum
yield compared to solution [96]. Additionally, the luminescence properties of co-crystals
of diiodotetrafluorobenzene and diphenylacetylene were studied by the same group, con-
cluding that depending on the stoichiometry, these cocrystals exhibit both fluorescence and
phosphorescence or exclusive phosphorescence at room temperature [97]. The dyes of
these studies hold promise for light-emitting solid-state materials due to their unique prop-
erties facilitated by halogen bonding. Beyond this, halogen bonding serves as a valuable
analytical tool, as demonstrated by recent studies. The Würthner group explored its role
in squaraine dye self-assembly [98]. Beer et al. utilized it in porphyrin-based anion sen-
sors with haloimidazolium [99]. Ge et al. investigated the role of XB between iodine and
ciprofloxacin in photoinduced electron transfer [100]. These highlighted studies provide
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1.2. Halogen Bonding

valuable insights into the use of halogen bonding for designing and manipulating functional
supramolecular materials for photonic applications.

Moreover, as explained above, recent investigations have revealed that the impact of
halogen bonding extends beyond structural parameters, influencing the fluorescence modu-
lation of certain dyes. For instance, a recent study by Priimagi et al. focused on the halogen
bonding interaction between a carbazole-based, pyridine-substituted organic semiconduc-
tor and a common halogen-bond donor, pentafluoroiodobenzene [101]. This interaction
facilitated efficient halogen-bond-driven fluorescence modulation in solution. To elucidate
the effect of halogen bonding on dye fluorescence, researchers often combine techniques
such as steady-state and time-resolved emission and absorption spectroscopy with den-
sity functional theory (DFT) calculations. Priimagi et al. [101], employed this approach
to demonstrate that halogen-bond-induced intramolecular charge transfer played a pivotal
role in fluorescence modulation. Such fluorescence modulation offers a range of possibili-
ties, both in solution and solid state, including the potential design of tunable luminescent
materials for light-emitting devices [102].

Capitalizing on its ability to modulate fluorescence, halogen bonding has proven to
be an excellent tool for tailoring supramolecular assemblies of diverse functional materi-
als. However, although some recent studies have reported investigations in the absorption
and emission of halogen-bonded BODIPY complexes [103, 104], the mechanism behind
the effect of halogen bonding in the absorption and emission signatures of BF/BF2 dyes re-
mains for further elucidation. A key gap in our understanding lies in solution-phase studies.
Most research has focused on the solid state, investigating the impact of halogen bonding
on crystal packing and the geometry of molecules in the complexes. Consequently, ex-
ploring solution-phase interactions will provide a more comprehensive picture of halogen
bonding effects on BF/BF2 dyes.

While electronic spectroscopy provides insights into the electronic transitions and the
excited-state properties of XB complexes, vibrational spectroscopy offers valuable infor-
mation about their structural aspects. Transitioning from electronic to vibrational spec-
troscopy, allows us to probe the molecular vibrations involved in XB interactions, offering
detailed insights into the geometry and bonding features of XB complexes. A wide va-
riety of vibrational spectroscopy studies, particularly those using IR spectroscopy, have
been crucial for determining general features of halogen bonding in solid complexes, with
some application to liquid complexes as well. Observing vibrational shifts upon complex
formation, particularly for C–X modes, is a powerful tool to establish the presence of an
XB. Infrared spectroscopy, including far infrared (FIR), since these C–X modes are found
between 100 and 800 cm−1, is among the techniques most commonly employed to study
the XB interaction [105, 106]. A common assumption for R–X· · ·Y–R’ complexes, first
expressed by N. F. Cheetham and A. D. E. Pullin [107], acknowledges the weak nature of
the X· · ·Y bond. Therefore, the X· · ·Y stretching modes may present frequencies lower
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than 150 cm−1. This assumption suggests that the vibrational spectra of XB complexes
can be primarily understood by considering how X· · ·Y interaction modifies the original
vibrational frequencies of the R–X and Y–R’ bonds. This is supported by the observation
that similar XB complexes often exhibit analogous changes in their vibrational spectra.

Early works in vibrational spectroscopy revealed several fundamental features of halo-
gen bonding. For instance, researchers observed a small redshift (decrease in wavenumber)
of the R–I stretching in the far IR region of iodine cyanide complexes, accompanied by a
significant intensity increase in the bands of the infrared spectra [108]. These findings
were explained with Mulliken’s charge-transfer model [109]. This model proposes that a
weak interaction can be formed when lone pair electrons (n) from a Lewis base (Y) do-
nate electron density to a partially positive lobe of an empty anti-bonding σ∗ orbital of
the halogen in the Lewis acid (R–I). According to this model, as the R–I· · ·Y weak bond
gains strength due to n → σ∗ transfer, the resonance formula (R–I)− · · ·Y+ becomes more
prominent. Consequently, the R–I force constant (a measure of bond strength) decreases,
and the effective charge on the R atom increases. These changes lead, respectively, to a
red-shifted and higher-intensity R–I stretching mode observed in the infrared spectrum.

Additionally, Person et al. noted the appearance of new bands in the infrared spectra
of pyridine bases upon complexation [110]. Furthermore, a series of infrared spectra of
the complex between dimethylacetamide and iodine revealed the appearance of a second
C=O stretching band with a 43 cm−1 redshift, while the C–N stretching showed a 70 cm−1

blue shift [111]. These results suggested iodine coordination with the oxygen atom rather
than the nitrogen atom, a binding model confirmed by several X-ray structures. Moreover,
the intensities of the complexed and free carbonyl bands showed reciprocal changes with
the iodine/dimethylacetamide ratio, indicating the presence of only two main species: free
amide and the halogen-bonded complex.

Cheetham and Pullin conducted a detailed study on the vibrational spectra of CF3–X
(X = I, Br) in mixtures with various Lewis bases [112, 113]. They examined mixtures
in vapor form, CCl4 solutions (at room temperature), liquids (at lower temperatures), and
solid films (at 80 K). Their observations, particularly for triethylamine complexes, revealed
several significant features. These included the emergence of a low-frequency band around
100 cm−1, attributed to non-covalent interaction X· · ·N stretching, and a red-shifted C–
X stretching band with notably increased intensity at approximately 260 cm−1 (X = I)
and 330 cm−1 (X = Br). Building upon this work, Metrangolo, Resnati, and their col-
leagues embarked on a systematic investigation in the late 1990s, focusing on halogen-
bonded complexes involving iodoperfluoroalkanes and iodoperfluoroarenes using FTIR
spectroscopy [114–116]. Their findings supported those of Cheetham and Pullin, particu-
larly concerning shifts in C–F, C–X, and C–H stretching frequencies. They validated these
observations not only for longer haloperfluoroalkanes but also for aromatic systems acting
as either XB donors or acceptors.
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In a recent study, researchers employed matrix-isolation infrared spectroscopy and elec-
tronic structure calculations to explore CH3OH and CCl4 complexes, investigating the com-
petition between hydrogen bonding (OH· · ·Cl) and halogen bonding (CCl· · ·O) [117]. By
analyzing the C–Cl, C–O, and O–H stretching regions using vibrational spectroscopy, they
identified one halogen-bonded minimum and two hydrogen-bonded minima in the dimer
potential energy surface, highlighting the capability to characterize halogen bonding using
infrared spectroscopy.

In a study by Prof. Herrebout et al., the IR and Raman spectra of solutions contain-
ing mixtures of trimethylamine and CHF2I, as well as of dimethoxyethane and CHF2I,
were analyzed [118]. The results revealed that both hydrogen and halogen-bonded com-
plexes appeared simultaneously in these mixtures. However, when CHF2I was mixed with
methyl fluoride, only a hydrogen-bonded complex was formed. These findings suggest
that solvent can be used to favor either halogen bonding or hydrogen bonding, allowing
for the rational design of new complexes. Another study presented IR and Raman spectro-
scopic data demonstrating the formation of C–X· · · π bonded complexes between trifluo-
rohalomethanes CF3X (with X = Br, I) and aromatic model compounds such as benzene
and toluene [119]. Infrared and Raman experiments, supported by ab initio calculations,
revealed the formation of a 2:1 complex, in which two CF3I molecules were bonded to a
single molecule of benzene.

Despite numerous studies using infrared spectroscopy to identify halogen bonding, the
physical mechanisms behind the observed spectral changes remain elusive. The present
thesis focuses on the description and characterization of halogen bonding and its effect on
the spectroscopic properties of organic dyes. To achieve this, first, the BF/BF2 family of
organic dyes, known for their intense colors and photostability, will be briefly introduced,
followed by a discussion of halogen bonding and its characterization methods. Then, the
results obtained during this research will be presented, focusing primarily on the effect of
halogen bonding in the fluorescence and infrared spectra of organic dyes. Additionally,
a newly developed computational methodology will be described and applied to decom-
pose the IR spectra of molecular complexes and their changes upon complex formation
into terms of different physical origins, such as electrostatics, exchange-repulsion, delocal-
ization, and dispersion. With this, we aim to highlight the impact of halogen bonding in
electronic and infrared spectroscopy of organic systems and extend its comprehension to
the scientific community. This research holds significant importance for two key reasons.
First, it will advance the fundamental understanding of XB, which is crucial for various
scientific fields. Second, by understanding the physical mechanisms of spectral changes
linked to XB, we can achieve precise control over XB molecular assembly and design.
This has broad implications across chemistry and materials science, facilitating the devel-
opment of novel functional materials with tailored properties.
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CHAPTER 2

Methodology

Computer simulations might be invaluable in unraveling intermolecular interactions. When
the proper theoretical framework is used, it provides valuable insights into the fundamental
principles governing molecular behavior. Compared to experimental techniques, compu-
tational methods offer a cost-effective and efficient way to explore the interaction pattern
at the molecular scale. They can also complement experimental data and guide further ex-
perimentation. In this section, I will explain the theoretical framework used in the thesis,
emphasizing the less common theoretical approaches. I will first introduce the concept of
interaction energy (∆E), followed by a discussion of the Energy Decomposition Analysis
(EDA) employed in this work, specifically the Variational-Perturbational Energy Decom-
position Scheme (VP-EDS). Next, I will briefly explain the computational procedures used
to determine the interaction energies in molecular complexes. These procedures include
methods like Spin-Component-Scaled at the MP2 level (SCS-MP2). I will then describe
the procedure used in the thesis to calculate the formation Gibbs Energy, considering rel-
evant experimental conditions. Finally, I will explain the methodology used to compute
interaction energy derivatives with respect to an external electric field to obtain properties
like excess nuclear relaxation polarizability (∆αnr) necessary for studying infrared spectra.

One essential property for studying intermolecular interactions is the interaction energy
(∆E) between molecules. For a system AB composed of two subsystems A and B, ∆E is
defined as:

∆E(R) = EAB(R)− [EA(R) + EB(R)] (2.1)
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where EAB(R) represents the electronic energy of the total system, while EA(R) and
EB(R) denote the electronic energies of the interacting subsystems, respectively, at the
geometry they adopt in the complex (denoted by R). The two-body interaction energy can
be calculated directly through Equation 2.1 as the difference between the energy of the
dimer and the sum of energies of the isolated molecules. A negative ∆E indicates an
attractive interaction (favorable for complex formation), while a positive ∆E indicates a
repulsive interaction.

The supermolecular method offers flexibility in using various electronic structure meth-
ods to study interactions between molecules, particularly those involving noncovalent in-
teractions (weaker interactions compared to covalent bonds). However, calculations using
finite basis sets are susceptible to basis set superposition error (BSSE). This effect is due to
a nonphysical lowering of the energy of the monomer during calculation for the complex,
as the monomer “borrows” the basis set from the other subsystem. To address this chal-
lenge, the Counterpoise (CP) method was introduced by Boys and Bernardi in 1970 [120].
This method, particularly relevant in studies involving noncovalent interactions, aims to
mitigate the effects of basis set superposition, enhancing the accuracy of calculated inter-
action energies [121].

A different approach to compute interaction energies between molecules is perturba-
tion theory. Its symmetry-adapted variant, known as symmetry-adapted perturbation theory
(SAPT), allows for gaining an insight into the physical origins of intermolecular interac-
tions by decomposition of interaction energy into terms with clear physical interpretation
(electrostatic, exchange, induction, dispersion; and the mixed terms). Presently available
implementation of SAPT at the second-order level with respect to the intermolecular in-
teraction operator allows the determination of interaction energies with low percentage
errors [122]. Nowadays SAPT framework is used with Hartree-Fock as well as Kohn-
Sham theories [123]. SAPT allows to decompose the total interaction energy into various
components and hence it is a powerful tool for understanding and interpreting experimental
data. By analyzing the contributions of individual energy terms (electrostatic, induction,
dispersion, etc.), researchers can rationalize the stability of different conformers, reactivity
patterns, and even spectroscopic properties. SAPT-based energy decomposition analyses
(EDA) often provide valuable support for spectroscopic measurements. By linking the
observed spectral signatures with specific interaction types, EDA helps bridge the gap be-
tween theoretical calculations and experimental observations [124–126]. A vast amount
of data is available for numerous molecular complexes, providing deeper insights into how
fundamental interaction types govern the structure, stability, and organization of these com-
plexes on a larger scale [127–131]. In the present thesis, the Variational-Perturbational En-
ergy Decomposition Scheme (VP-EDS) framework was employed to study the intermolec-
ular interactions in halogen-bonded complexes. This method uses both the supermolecular
approach to calculate the interaction energy between the subsystems (e.g., halogen bond
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donor and acceptor) in the complex and perturbation theory framework to determine phys-
ically meaningful components (low orders of SAPT) [132, 133]. The VP-EDS is used to
decompose the MP2 interaction energy into the Hartree-Fock (∆EHF

int ) and electron corre-
lation (∆EMP2

corr ) contributions:

∆EMP2
int = ∆EHF

int +∆EMP2
corr (2.2)

Subsequently, ∆EHF
int can be easily partitioned into first-order (Heitler-London) E(1) and

higher-order delocalization ∆EHF
del contributions (the latter term encompasses induction

contributions).

∆EHF
int = ∆E(1) +∆EHF

del (2.3)

Although the partition of E(1) into electrostatic ε
(10)
el , and exchange ∆EHL

ex is nontrivial
in the variational approach, it can be achieved using perturbation methods [132]. While
the calculation of first-order electrostatics is not very time-consuming, the CPU cost of the
exchange contributions is ten times higher. For that reason, the most efficient way to obtain
∆EHL

ex is as the residue between E(1) and ε
(10)
el :

∆EHL
ex = ∆E(1) − ε

(10)
el (2.4)

Note that for any interaction energy component, ε(ij), the indices i and j denote the orders
of the intermolecular and intramonomer perturbation operators, respectively. Within this
framework, the HF contribution to the interaction energy can be split into the following
three terms:

∆EHF
int = ε

(10)
el +∆EHL

ex +∆EHF
del (2.5)

where ε(10)el represents the Coulombic interaction of the charge distributions of subsystems,
∆EHL

ex arises due to the antisymmetrization of the wavefunction to fulfill Pauli principle,
and ∆EHF

del describes the polarization effects, e.g. the second-order induction energy results
from the mutual polarization of the subsystems by the static electric fields of unperturbed
partners. Furthermore, ∆EMP2

corr can be decomposed as:

∆EMP2
corr = ε

(12)
el,r + ε

(20)
disp +∆E(2)

ex (2.6)

where ε
(12)
el,r is the second-order electron correlation correction to the electrostatic interac-

tion energy, ε(20)disp is the dispersion energy, which may be interpreted as the stabilizing en-
ergetic contribution due to the correlations of instantaneous multipole moments of the sub-
systems, and ∆E

(2)
ex is the remaining second-order electron correlation effects [134, 135].

Finally, the complete decomposition under the VP-EDS framework can be presented as:
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∆EMP2
int = ε

(10)
el +∆EHL

ex +∆EHF
del + ε

(12)
el,r + ε

(20)
disp +∆E(2)

ex (2.7)

The accuracy of perturbation theory methods, like MP2, can be improved by using the
Spin-Component-Scaled MP2 (SCS-MP2) methods. SCS-MP2 modifies the standard MP2
approach by introducing scaling factors for the opposite-spin (OS) and same-spin (SS)
components of the correlation energy [136, 137]. SCS-MP2 recognizes that the correlation
experienced by electrons with the same spin differs from that of opposite-spin electrons.
By applying targeted scaling factors to these components, SCS-MP2 improves the accuracy
of MP2 calculations, particularly for weakly interacting complexes like the ones studied in
this thesis [138]. The correlation energy can be separated into contributions of electron
pairs with the same spin (SS) and opposite spin (OS):

EC = ESS
C + EOS

C (2.8)

In the HF method, the SS electron pairs are already correlated (Fermi hole), whereas the
OS pairs remain uncorrelated. Low (second) order perturbation theory cannot fully correct
for this unbalanced starting point. Hence, the non-HF-correlated pair contribution (OS)
must be scaled up (it is underestimated in MP2), whereas the HF-correlated contribution
(SS) must be scaled down according to:

EC [SCS-MP2] = cOSE
OS
C [MP2] + cSSE

SS
C [MP2] (2.9)

where cOS and cSS are empirical scaling factors with values of 6/5 and 1/3, respectively,
which have been obtained from a fit to a set of representative reaction energies [139].
While SCS-MP2 is usually more accurate than MP2, it has a similar computational cost,
which can be high for large molecules or molecular clusters. Such high computational cost
can be reduced using the density fitting (DF) approximation, a technique to approximate
four-center, two-electron repulsion integrals using three-index integrals, thus reducing the
scaling of computational cost with respect to the basis set size. DF method achieves this
by expanding electron densities using auxiliary basis sets and fitting coefficients. This
integral approximation allows for the efficient determination of interaction energies of large
chemical systems using the SCS-MP2 level of theory, which is why it was chosen for this
thesis.

In addition to interaction energy, an important thermodynamic magnitude used in the
field for studying the formation of molecular complexes is the formation Gibbs energy
(∆G). Using established thermodynamic definitions, the Gibbs energy of a system (G) can
be expressed as:

G = H − TS (2.10)
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where H is the enthalpy, T is the temperature, and S is the entropy. According to the
supermolecular approach, ∆G is often computationally determined as:

∆G = GAB − [GA +GB] (2.11)

where GAB represents the free energy of the total system, while GA and GB denote the free
energies of the interacting subsystems, calculated at their corresponding optimized nuclear
positions. The formation Gibbs energy is crucial for the understanding of the chemical
equilibria. The equilibrium constant of a reaction is directly related to the difference in
Gibbs energy between the products and reactants at their standard conditions. Therefore,
determining the free energy of all species involved in the formation of a complex enables
accurate predictions of equilibrium concentrations, indicating whether a compound is en-
ergetically favorable to be formed under specific conditions.

Gibbs (free) energies are often calculated using Equation 2.11. However, the Gaussian
code computes by default the Gibbs energy of a molecule in gas phase standard conditions
(i.e. 1.0 atm), G∗. Therefore, using the Gibbs energies obtained from default calculations
using the Gaussian code, ∆G∗ can be defined as:

∆G∗ = G∗
AB − [G∗

A +G∗
B] (2.12)

where G∗
AB, G∗

A, and G∗
B represent the standard-state gas-phase Gibbs energy at 1 atm of

the AB, A, and B chemical systems, respectively, calculated at their corresponding opti-
mized geometries. However, experimental conditions differ from standard-state gas-phase
conditions. Consequently, the Gibbs energy change associated with the conversion from a
standard-state gas-phase pressure of 1 atm to a given standard-state solvent phase concen-
tration of X M (where X is the molarity concentration of reagents and products in agreement
with experimental data) must be considered when computing ∆G. The conversion between
different thermodynamic conditions can be expressed as:

∆G = ∆G∗ +RT ln
(

Q

Q∗

)
(2.13)

Q is the reaction quotient of the contractions of the product and reactants, R is the universal
gas constant (1.987 cal/Kmol), and T is the temperature in Kelvin. Consider the following
reaction as an example:

A+B → C (2.14)

Then, the reaction quotient Q becomes [C]/([A][B]). If A, B, and C are ideal gases, their
concentration at 1 atm may be derived from the ideal gas law as 1

24.5
mol L−1 at 298 K.

Assuming a standard-state solvent phase concentration of 1M (∆G◦), Equation 2.13 be-
comes:
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∆G◦ = ∆G∗ +RT ln

( [C]◦

[A]◦[B]◦

[C]∗

[A]∗[B]∗

)
= ∆G∗ +RT ln

 1
1·1

( 1
24.5)

( 1
24.5)(

1
24.5)

 = ∆G∗ −RT ln(24.5)

(2.15)

To better describe the experimental conditions, one should work with the experimental con-
centration in solvent-phase for each compound. An equivalent compound-by-compound
equation to equation (2.13) can be expressed as:

∆G = ∆G∗
X +RT ln

(
[X]exp

1
24.5

)
(2.16)

where subscript X refers to the chemical compound.

Once the procedure for calculating ∆G has been defined, it is necessary to present
the algorithm for evaluating energy derivatives with respect to an external electric field
that was used for the new method developed in this thesis described in Chapter 5. The
electronic energy of a chemical system at a frozen field-free equilibrium geometry under
a static uniform electric field, Eel(0)(F), can be expressed as a Taylor expansion series on
the electric field strength:

Eel(0)(F) = Eel(0)(0) +

(
∂Eel(0)(F)

∂F

)
F+

1

2!

(
∂2Eel(0)(F)

∂F2

)
FF... (2.17)

For a static electric field, each derivative can be computed using the Finite-Field method
(FF). This method is computationally efficient as it only requires the calculation of the
energy of a system at several electric field strengths. Applying the FF method, the second
derivative of the energy with respect to an external electric field (polarizability, α) can be
calculated using the following equation:

∂2Eel(0)(F)

∂F2
=

Eel(0)(F) + Eel(0)(−F)− 2Eel(0)(0)

F2
(2.18)

While the finite-field method offers numerous advantages, its accuracy is highly sensitive
to the chosen electric field strengths. The Romberg-Rutishauser (RR) method addresses
this by iteratively correcting the results obtained with a specific field strength using in-
formation from derivatives calculated at higher field strengths [140]. In essence, the RR
method tackles the truncation error, which arises because higher-order terms in the Taylor
series expansion are neglected in the calculation of the numerical derivatives. By incorpo-
rating derivatives obtained at higher fields, RR refines the approximation and delivers more
accurate results. Let me demonstrate the procedure defining h as:
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h = F/2j (2.19)

for some integer j ≥ 0. In this context, h represents the different external electric field
strengths applied to obtain the different energies used in the Romberg extrapolation method.
For the particular case of the application of Romberg’s approach to the calculation of the
electronic polarizability, using Equation 2.18, it is defined:

R(j, 0) = −
(
E(h) + E(−h)− 2E(0)

h

)
for j ≥ 0 (2.20)

where R(j,0) represents the polarizability obtained using the FF method at different electric
fields. To correct the truncation errors, the following expression is defined:

R(j, k) =
4kR(j, k − 1)−R(j − 1, k − 1)

4k − 1
for j ≥ k > 0 (2.21)

The values obtained from Equation 2.21 are commonly arranged in a triangular extrapola-
tion table:

R(0, 0)

R(1, 0) R(1, 1)

R(2, 0) R(2, 1) R(2, 2)

R(3, 0) R(3, 1) R(3, 2) R(3, 3)
...

...
...

... . . .

↑ ↑ ↑ ↑
O(h) O(h2) O(h3) O(h4)

where O(hn) are the truncation errors avoided using this method. The advantage of this
method is that the only expensive computations are in the first column, while the extrap-
olation procedure itself is simple arithmetic. In an ideal scenario without any other nu-
merical errors, the bottom-right element in the table is expected to be the most accurate
approximation. However, roundoff errors due to the finite precision of computers’ numer-
ical calculations can influence this tendency. To avoid such inconvenience, the criteria to
choose the most accurate numerical derivative out of all the possible values given by this
method is based on comparing the values of two consecutive field strengths along every
iteration. The smallest difference determines which is the most accurate derivative.
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CHAPTER 3

Objectives

In this thesis, various computational tools are used to study different areas of chemical
science, such as thermodynamics, and electronic and infrared spectroscopy. Computational
chemistry can offer a more precise description of some chemical processes compared to
experimental methods, especially when certain properties can not be measured directly.
Additionally, it provides a more detailed view of molecular electronic structures since the
electron distribution can be easily calculated using quantum chemistry.

The thesis has two main general goals. The first one is the computational analysis
of the stability of halogen bonding in complexes formed by BF/BF2 dyes and perfluoro-
haloarenes, as well as the study of its impact on the photophysical properties of the dyes.
The specific objectives to achieve the first general goal are:

• Exploring the three-dimensional arrangements and relative thermodynamic stability
of molecules in halogen-bonded complexes with BF/BF2 organic dyes.

• Examining the changes in the electronic structure of halogen-bonded complexes,
with a particular focus on the electron density distribution within BF/BF2 dyes.

• Analyzing how halogen bonding impacts the optical properties of BF/BF2 organic
dyes, specifically their absorption and emission characteristics.

The second goal is the development and application of a new methodology to determine
the physical origin of spectral feature changes in the infrared spectra upon the formation of
molecular complexes. The specific objectives to achieve the second general goal are:
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• Developing and implementing a new approach to split the changes in the infrared
spectrum upon the formation of a molecular complex into terms with different phys-
ical origins using any energy decomposition analysis (EDA).

• Applying this approach to real systems to demonstrate its interpretative power in the
analysis of the IR spectra of molecular complexes.

These objectives collectively contribute to advancing our understanding of halogen
bonding and its role in shaping the spectroscopic properties of organic dyes.
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CHAPTER 4

Effect of halogen bonding on spectroscopic
properties of organic fluoroborates

In this section, I describe the results of the investigations in two series of boron-containing
dyes interacting with perfluorohaloarenes, aiming to establish connections between their
interaction patterns and resulting properties. I performed the computational analysis of this
research to elucidate the measurements conducted by my group associates. Specifically,
Judyta Zielak-Milewska (Nicolaus Copernicus University, Toruń) synthesized the A-dyes
series and performed their NMR titration. Prof. Borys Ośmiałowski (Nicolaus Copernicus
University, Toruń) synthesized the B-dyes series and performed the measurements of the
electronic spectra of A and B-dyes series in different solvents. The NMR titrations for
the B-dyes series were performed by Izabela Barańska (Nicolaus Copernicus University,
Toruń). The infrared spectra of pyridine, C6F5I, and their mixture were measured by Dr.
Tomasz Misiaszek (Wrocław University of Science and Technology, Wrocław).

The protocol applied for the simulations of the electronic structure in the ground and
excited state of fluorescent dyes and their corresponding complexes is schematically il-
lustrated in Figure 4.1. The initial phase of the applied protocol involved optimizing the
ground state (GS) geometry of the dyes and their complexes using the MN15 hybrid den-
sity functional [141] combined with aug-cc-pVDZ basis set [142, 143]. For bromine and
iodine atoms, the aug-cc-pVDZ-PP [144] basis set along with the corresponding pseudopo-
tential was used to include scalar relativistic effects.
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Figure 4.1: Protocol applied for the simulations of the structural features and electronic
structure of fluorescent dyes and their complexes.

The optimization process was followed by the evaluation of the Hessian matrix to con-
firm that the resulting geometry corresponds to a minimum on the potential energy surface
(PES). Optimizations and Hessian evaluation were performed using the Gaussian 16 pro-
gram [145]. The equilibrium geometries were used as inputs for the interaction energies
calculation at the SCS-MP2 level of theory using the density fitting method to improve
the efficiency of the calculations. The DF-SCS-MP2 interaction energies were computed
using the MOLPRO program [146]. Furthermore, to elucidate the origin of the interac-
tion energy, the VP-EDS method at the MP2 level of theory was applied to decompose the
interaction energy into terms with clear physical interpretation using a modified version
of GAMESS (US) program [147]. To assess the thermodynamics of the complex forma-
tion, the output from the Hessian evaluation was used to compute the formation energy
of the complexes. The ∆G was calculated as the difference between the Gibbs energy of
the complex and the sum of the Gibbs energies of the isolated molecules. The correction
when transitioning from standard-state gas-phase Gibbs energy at 1 atm to a solvent-phase
with a specific concentration was added to the supermolecular approach used for ∆G.
The ground state equilibrium geometries were used as inputs for electronic-structure cal-
culations employing time-dependent density functional theory (TD-DFT) to determine the
vertical excitation energies of the complexes. These calculations were performed using the
MN15/aug-ccpVDZ(PP) level of theory using the Gaussian 16 program [145]. Further-
more, the geometry optimization of the complexes in the excited state employing TD-DFT
was performed to determine the vertical emission energies of the complexes. The opti-
mization process was followed by the evaluation of the Hessian matrix to confirm that the
resulting geometry corresponds to a minimum on the potential energy surface. Using the
equilibrium geometries in the ground and excited state and the electron density distribution
in both geometries, the density difference plots for the vertical absorption and emission
processes were obtained using the cubegen and cubman utilities from the Gaussian pro-
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gram. This protocol can be used in simulations of the electronic structure of fluorescent
dyes and their complexes in both the ground and excited states. By analyzing these density
difference plots for the vertical, it is possible to pinpoint the specific influence of halogen
bonding on the observed changes in absorption and emission spectra.

I will now discuss the set of dyes studied in this chapter. These dyes have been de-
signed to promote XB and intramolecular charge transfer (ICT) in their lowest excited
state (Figure 4.2). They feature the N–BF(–O)2 fragment as the electron acceptor and
a N,N-dimethylaniline group with the dimethylamino acting as the electron donor. The
molecules have been designed in such way that the halogen bond acceptor is distinct from
the primary electron acceptor involved in ICT. This ensures that shifting the nitrogen posi-
tion does not significantly alter the intrinsic electronic structure of the dye. As a result, the
effects of intermolecular interactions on the dyes’ photophysical properties can be isolated.
The solvents used in this study are also shown in Figure 4.2.

Figure 4.2: Studied compounds of the series A and the solvents used.

Unlike many studies on halogen bonding in solutions using electronic spectroscopy, a
non-competitive environment has been employed in the research described here. Within
this approach, the solvent itself acts as the halogen bond donor. The designed series of
dyes A features a pyridyl moiety as the halogen bond acceptor, linked to the N–BF(–
O)2 core by a single C–C bond. The N,N-dimethylaniline group is linked to the N–BF(–
O)2 core by a single C–C bond (A-1, A-2, and A-3), vinyl group (A-4, A-5, and A-6)
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or butadienyl group (A-7, A-8, and A-9). These linkers aimed to extend the conjugation
within the system and potentially influence the photophysical properties. While extending
conjugation through vinyl or butadienyl groups could be significant, it also introduces a
potential drawback: cis-trans photoisomerization. This phenomenon, while interesting for
photochromic applications, is undesirable for the current study as it could complicate the
interpretation of the results. Therefore, the synthesis of dyes containing these linker groups
was not pursued.

Building on prior research on two-photon absorption in diazines [55], the experimental
efforts of this research were focused on the isomer with the additional nitrogen atom in
position 5 of the heterocyclic ring giving the 4-aminopyrimidine derivative (A-3). This
specific isomer has been shown to exhibit the highest fluorescence quantum yield in previ-
ous studies. The decision to focus on the A-3 dye was driven by two key considerations.
First, the position of nitrogen in the dye substituted containing a pyridin-4-yl introduces
a very sensitive probe for any interaction, a feature strengthened by the second argument.
Second, the free rotation of the nitrogen-containing moiety would not lead to the formation
of multiple, energetically similar conformations. This factor eliminates a potential compli-
cation in interpreting the results. While the experimental measurements were performed
solely on the A-3 dye, computational modeling encompassed the entire set of dyes (A-1 to
A-9). For the dyes containing a conjugated linker, I considered only their trans conforma-
tion. The theoretical part of this study aimed to synergically complement measurements
with more data which is not feasible to access experimentally. This comprehensive com-
putational analysis is crucial in achieving the goals of this study. Specifically, it allows us
to explore the formation of a halogen bond between the dye and the solvent molecule and
analyze the influence of this halogen bond on the photophysical properties of the dyes.

Figure 4.3: Normalized (a) absorption and (b) fluorescence spectra of A-3 in C6F6, C6F5Cl,
C6F5Br, and C6F5I as solvents.
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Having established the systems considered in the first part of this study, let me shift the
attention to the electronic absorption and fluorescence spectroscopy measurements con-
ducted by my research associates. Figure 4.3 illustrates (a) the electronic absorption and
(b) emission spectra of A-3 in C6F6, C6F5Cl, C6F5Br, and C6F5I as solvents. The absorp-
tion spectra of C6F5Br and C6F5I have been cut around 349 nm and 390 nm, respectively,
due to the strong absorption of the respective solvents. Consistent with the intramolecular
charge transfer character of these organic fluoroborate dyes, the absorption spectra of A-3
recorded in all four solvents display broad absorption bands lacking any well-resolved vi-
brational structure. Interestingly, a slight red shift is observed in the maximum absorption
band of A-3 measured in the C6F5I solvent compared to C6F6. This red-shifting trend be-
comes even more pronounced in the emission spectra of A-3 dye in C6F5I solvent when
using C6F6 as a reference. In the iodinated solvent, the emission band appears significantly
broader and exhibits a more substantial red shift compared to the corresponding absorption
band when using C6F6 as a reference. Furthermore, the changes observed in the emission
bands for the other solvents with respect to C6F6 are much less significant.

To elucidate the reasons for these observations, my group associates measured the emis-
sion spectra of the dyes in C6F5Cl, C6F5Br, and C6F5I as solvents at various temperatures
(Figure 4.4). These spectra reveal a clear distinction between C6F5I and the other solvents
(C6F5Cl and C6F5Br).

Figure 4.4: Fluorescence spectra of A-3 recorded in (a) C6F5Cl, (b) C6F5Br, and (c) C6F5I
as solvents in different temperatures, and CIS values for the protons of A-3 obtained by the
NMR titration by addition of C6F5I in C6F6 solution.
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The fluorescence intensity in C6F5I exhibits a significantly stronger response to tem-
perature changes compared to the other two solvents. Interestingly, the emission intensity
is lowered when the temperature decreases, which is opposite to the typical behavior of flu-
orophores. One reason for this behavior may be an additional stabilization of the complex
in the excited state at a lower temperature and fluorescence quenching within the complex.

To further elucidate the interaction between A-3 and C6F5I, titration experiments using
nuclear magnetic resonance (NMR) spectroscopy were performed. The stacked spectra
for the titration of compound A-3 with C6F5I in a C6F6 solution are provided in Figure
S6.1. From this data, the association constant and the complexation-induced shift (CIS),
defined as the difference in chemical shift (δ [ppm]) between a specific proton in the free
dye molecule and the corresponding proton in the dye-solvent complex at saturation, have
been determined. Figure 4.4 depicts the labeled protons in dye A-3 along with their cor-
responding CIS values. The largest CIS values correspond to protons 1 (0.258 ppm) and
2 (0.264 ppm), which are located in the vicinity of the halogen bond acceptor site. Con-
versely, protons further away from this site exhibit significantly lower CIS values (below
0.09 ppm). The association constant (Ka = 750 M−1) can be considered as moderate in
magnitude for XB systems [148]. Together with the CIS values, these results strongly sup-
port the formation of a halogen bond interaction between the ground state of dye A-3 and
C6F5I. Additionally, Figure 4.5 depicts the far infrared spectrum (FIR) measured in the
100-600 cm−1 range for (a) pyridine, which represents the halogen bond acceptor moiety
of dyes A, (b) C6F5I, and (c) their 1:1 mixture.

Figure 4.5: Measured far IR spectra for (a) pyridine, (b) C6F5I, and (c) their 1:1 mixture.
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Interestingly, a new band appears at 195 cm −1 when the complex is formed (Figure
4.5c) and has been assigned to the I· · ·N stretching demonstrating the formation of an XB
complex between the pyridine and the C6F5I.

The theoretical component of this study complements the experimental findings by pro-
viding insights that are not readily obtainable through laboratory measurements. The main
goal is to take advantage of computational modeling to support the experimental evidence
for halogen bonding’s influence on the electronic spectra of the A dyes and rationalize the
observed spectral changes. To achieve this, I followed the protocol described in Figure 4.1,
performing the optimization and electronic structure calculations for the complexes formed
between the A-series dyes and the perfluorohaloarene solvents. However, before discussing
the photophysical properties of the dyes in the different solvents, let me describe the struc-
tural and energetic features observed during the optimization of the A:C6F5X complexes.
To understand the structures of these complexes and achieve accurate computational repro-
ductions of the experimental measurements, I investigated and classified different groups
based on the type of intermolecular interaction present.
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Figure 4.6: Computed equilibrium geometries of the 18 complexes classified as group
1 formed by halogen bonding. The geometries were obtained using the MN15/aug-cc-
pVDZ(PP) level of theory.

The first group identified (group 1) comprises complexes formed through halogen
bonding intermolecular interactions. This group is particularly intriguing for this work
and encompasses 18 complexes in total (Figure 4.6). These complexes involve dyes with
the nitrogen atom at positions 3 or 4 of the halogen bond acceptor site when counting
from the point of heterocycle attachment to the core of the dyes, interacting with vari-
ous perfluorohaloarenes excluding C6F6. Given the focus of this thesis, I dedicated the
analysis primarily to understanding these halogen-bonded complexes. Interestingly, the
C–X· · ·N angle exhibits significant variations depending on the specific halogen atom in-
volved. Complexes containing C6F5Cl display the largest deviation from linearity, while
those containing C6F5I form a near-perfect 180° angle. Complexes with C6F5Br fall be-
tween these two extremes, which agrees well with established trends in halogen bonding:
stronger halogen bonds tend to be more linear. My calculations also reveal that the linker
separating the electron donor and acceptor moieties generally has minimal influence on the
halogen bond complexes’ structural features. However, some exceptions exist, including
the A-2:C6F5Cl complex.
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The second group (group 2) consists of complexes in stacked arrangements stabilized
mainly by dispersion interactions. This group comprises 12 complexes (Figure S6.2), in-
volving dyes where the nitrogen atom resides at position 2 of the halogen bond acceptor
site, again counting from the bond between heterocycle and central core (A-1, A-4, and A-
7). Interestingly, π–stacking is observed for these dyes with all perfluorohaloarenes except
C6F6. For dyes A-3, A-6, and A-9, π–stacking interactions were also obtained with C6F6.

The third group (group 3) encompasses the remaining complexes. These involve dyes
with the nitrogen atom either at positions 2 or 3 of the halogen bond acceptor site, interact-
ing with the C6F6 molecule. Complexes within this group exhibit various intermolecular
interactions beyond halogen bonding and π–stacking (Figure S6.3).

Since the primary focus of this thesis is halogen bonding, my in-depth analysis con-
centrates on the first group of complexes. I used the equilibrium geometries of complexes
of group 1 to compute the interaction energy using the wave function-based DF-SCS-MP2
method. The interaction energies at the DF-SCS-MP2 level are presented in Table 4.6.
The results for complexes classified in groups 2 and 3 are presented in the supplementary
information (Table S6.1) for reference purposes and will not be discussed in detail within
the main body of the text. Focusing on the halogen-bonded complexes, the calculated
interaction energies follow the well-established trend observed in typical halogen-bonded
systems. Complexes where the iodine atom acts as the halogen bond donor exhibit the
most negative (most stable) interaction energies, regardless of the specific A dye involved.
This trend is followed by bromine and chlorine atoms as the halogen bond donor, respec-
tively. Interestingly, the interaction energies for complexes formed by the same halogen
bond donor display remarkable similarity across all the studied dyes. For example, the
difference between the most negative and least negative interaction energies for complexes
formed with C6F5I is less than 0.25 kcal/mol.

Table 4.1: Intermolecular interaction energy (∆E, in kcal/mol) computed using DF-SCS-
MP2 method and the aug-cc-pVDZ(PP) basis set.

A-2 A-3 A-5 A-6 A-8 A-9
C6F5Cl -3.28 -2.33 -2.38 -2.41 -2.32 -2.38

C6F5Br -3.97 -4.03 -3.96 -4.05 -3.96 -4.02

C6F5I -6.32 -6.41 -6.28 -6.43 -6.21 -6.42

From now on, and to effectively illustrate the key findings from the obtained results,
I will focus on a specific subset of dyes: A-2, A-3, and A-6. These three dyes have been
selected due to their distinct structural features that allow to explore various aspects of the
halogen bonding interaction and its influence on photophysical properties. Dye A-2 pos-
sesses a nitrogen atom at position 3 within the heterocyclic moiety and lacks a vinyl group
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as a spacer linker. In contrast, dye A-3 carries the nitrogen atom at position 4 within the
heterocycle and does not include a vinyl linker, similar to A-2. Dye A-6 also features a
nitrogen atom at position 4, but it incorporates a vinyl group as a spacer linker, differen-
tiating it from the other two dyes. By comparing A-2 to A-3, it is possible to investigate
how the position of the XB interaction affects the photophysical properties of compounds
within the A-series. On the other hand, comparing A-6 to A-3 allows for the examination
of the impact of extending the distance between the electron-acceptor group in the charge
transfer pathway and the XB acceptor on the photophysical properties of the compounds
within the A-series.

To gain further insights into the energetic contributions within the complexes, I em-
ployed Variational Perturbation Energy Decomposition Analysis (VP-EDS) for complexes
formed by the three dyes (A-2, A-3, and A-6) with different solvents. It is important to
note that VP-EDS is not implemented with the density-fitting approach. Consequently, the
computational demands associated with the system size do not allow a complete partition-
ing of the interaction energy (∆E) for A:C6F5X complexes at the MP2 level of theory.
Therefore, I focused on partitioning the HF contribution to the interaction energy (∆EHF

int )
into its components: electrostatics (ε(10)el ), exchange-repulsion (∆EHL

ex ), and delocaliza-
tion (∆EHF

del ). The remaining terms have been grouped under the MP2 correlation term
(∆EMP2

corr ), which can be calculated by subtraction of ∆EHF
int from ∆EMP2

int obtained at the
DF-SCS-MP2/aug-cc-pVDZ(PP) level of theory. The partitioning of the interaction energy
for the selected systems is presented in Figure 4.7 and Table S6.2. The results are ordered
according to the increasing value of the total interaction energy.

Figure 4.7: Partitioning of the HF interaction energy (∆EHF
int ) of (a) A-2:C6F5X, (b) A-

3:C6F5X, and (c) A-6:C6F5X complexes at the equilibrium geometries at the MP2/aug-cc-
pVDZ(PP) level of theory. The black dots combined with black lines indicate the total
MP2 interaction energy computed using the DF-SCS-MP2 method.
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Interestingly, the analysis of the ∆E decomposition reveals similar trends within each
dye across the different perfluorohaloarene, regardless of the specific dye involved in the
complex formation. This observation suggests that the primary driving force behind the in-
termolecular interaction originates from the type of interaction itself (in this case, halogen
bonding). A closer look at the individual components reveals that the exchange-repulsion
term makes the largest contribution, destabilizing the complexes. However, this destabi-
lization is counterbalanced by the combined effects of electrostatics and delocalization,
which both contribute significantly to stabilizing the complexes. Thus, the negative total
interaction energy highlights the importance of including the electron correlation for ac-
curate prediction of the total interaction energy, which implies that dispersion effects play
a crucial role in defining the nature of halogen bonding. These results are consistent with
previous studies conducted by some of my group associates [149].

To further emphasize the value of EDA in elucidating the nature of intermolecular
interactions, I examined the partitioning of ∆E for complexes formed through π–stacking
interactions. An example of these complexes involves the π system of dye A-4 interacting
with the π system of the perfluorohaloarenes. The results are presented in Figure 4.8
alongside the corresponding equilibrium geometries and Table S6.2.

Figure 4.8: Equilibrium geometries of A-4:C6F5X complexes computed at the MN15-
/aug-cc-pVDZ(PP) level of theory, and their corresponding partitioning of the interaction
energy. The black dots combined with black lines indicate the total MP2 interaction energy
computed using the DF-SCS-MP2 method.
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Comparing these findings with the partitioning data for halogen-bonded systems (Fig-
ure 4.7) leads to significant differences observed in the relative contributions of the individ-
ual terms. In π–π stacked arrangements, the exchange-repulsion term exhibits a more pro-
nounced contribution compared to halogen-bonded systems. Additionally, the combined
effect of electrostatics and delocalization is weaker than the exchange-repulsion term in
π–stacking complexes. Despite this observation, the MP2 interaction energies are nega-
tive for all three π-stacking complexes, indicating that the dispersion term, included in the
MP2 correlation terms, is essential for an accurate assessment of such molecular interac-
tions. The partitioning of interaction energies across the different π-stacking complexes
is remarkably similar. This suggests that the dominant force underlying the interaction
between A-4 and the C6F5X perfluorohaloarenes through π-stacking is independent of the
specific halogen atom involved.

Before performing the analysis of the computed photophysical properties of the com-
plexes, I have compared the interatomic distances within the N· · ·X bond in the ground
and excited equilibrium geometries for the A-2, A-3, and A-6 compounds interacting with
the C6F5X molecules. The differences between the halogen bond lengths of each complex
in the ground (S0) and excited (S1) state are illustrated in Figure 4.9. Interestingly, all
complexes exhibit a shortening of the bond length upon excitation, with the most signifi-
cant changes observed in the A-3:C6F5X complexes. Furthermore, the extent of this bond
length change correlates with the polarizability of the halogen atom in the halogen bond
donor. In all complexes, the largest variation is observed for C6F5I (most polarizable halo-
gen), while the smallest shift occurs for C6F5Cl (least polarizable halogen). According
to the theory of halogen bonding, these shortenings of the intermolecular bond distance
suggest a strengthening of the intermolecular interaction upon excitation of the complex.

Figure 4.9: Differences in the length between the N· · ·X bond distance in the excited
state equilibrium geometry and the N· · ·X bond distance in the ground state equilibrium
geometries of the set of A:C6F5X complexes studied.

Once the structural aspects of the complexes studied in this thesis have been discussed,
I will focus my analysis on the results obtained from the electronic structure calculations in
order to support the experimental measurements. The summary of the calculated electronic
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absorption and emission spectra of A-2, A-3, and A-6 in C6F5X solvents is collected in
Table 4.2. The calculations to obtain these results have been performed in the gas phase.
This decision was based on the observation that the implicit solvation model (PCM) using
C6F6 and C6F5I predicts a minimal change (only 7 nm) in the dyes’ emission. The C6F5I
solvent effect was simulated using a dielectric constant 5.6 [150] within PCM. Due to the
results obtained, the effect of solvent polarity has been considered negligible. Furthermore,
the calculations of the isolated dye in the gas phase, indicated as not present in the table,
have been used as analogous to experimental measures in the C6F6 solvent.

Table 4.2: Summary of electronic structure calculations of A-2, A-3, and A-6 in various
solvents at TD-DFT level. Maximum absorption wavelength (λabs), maximum emission
wavelength (λem), oscillator strengths (f ), and Stokes shift. Values in bold were measured
at r. t.

Compound
Halogen bond λabs f λem f Stokes shift

donor nm nm cm−1

A-2

not present 378 0.68 418 0.55 2532

C6F5Cl 381 0.60 422 0.46 2550

C6F5Br 382 0.66 432 0.43 3030

C6F5I 384 0.61 444 0.34 3519

A-3

not present 381 0.64 431 0.43 3045

C6F6 420 490 3400

C6F5Cl
382 0.68 437 0.43 3295

425 484 2870

C6F5Br
385 0.64 454 0.34 3948

425 493 3245

C6F5I
388 0.64 473 0.28 4623

430 539 4702

A-6

not present 401 1.17 443 1.23 2364

C6F5Cl 402 1.22 443 1.27 2302

C6F5Br 405 1.19 444 1.22 2169

C6F5I 407 1.20 447 1.09 2199

The analysis of the electronic structures of the excited states reveals interesting find-
ings. I will examine the theoretical results for the A-3 dye in the first place and compare
them directly to the corresponding experimental measurements. The trends observed in
the calculated absorption spectra for all the complexes are consistent with the experimental
data. This indicates a minimal change in the wavelength corresponding to the maximum
absorption when the perfluorohaloarene is varied. Similar to the experimental observations,
the largest shift in the theoretical absorption maxima is predicted between the isolated A-3
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dye and A-3:C6F5I complex. Furthermore, the red shift of the calculated emission wave-
lengths correlates with the established trend in halogen bond strengths (Cl < Br < I).

To elucidate the reasons behind the observed results, Figure 4.10 illustrates the dif-
ference in electron density (∆ρ) between the ground and excited electronic states at (a)
the GS geometry and (b) the ES geometry of the A-3:C6F5I complex. The two panels of
Figure 4.10 offer insights into the changes in electron density during the excitation and
emission processes in the A-3:C6F5I complex. Figure 4.10a depicts the difference in elec-
tron density upon absorption (vertical transition). In this process a relatively small change
in the density around the N· · · I bond is observed, suggesting a minimal influence of the
halogen bond on the absorption process.

Figure 4.10: Electron density difference between the excited and ground states of the (a)
absorption and (b) emission process for the A-3:C6F5I complex. In blue the regions with
decreased electron density, and in yellow the regions with increased electron density.

Figure 4.10b illustrates the difference in electron density during emission. In contrast
to the absorption process, a significant change in density is observed across the N· · · I
bond, suggesting a pronounced influence of the halogen bond on the emission process.
These findings highlight that the emission wavelength is more sensitive to the effect of the
halogen bond compared to the absorption wavelength and explain the differences observed
in the measurements.

Although the TD-DFT calculations generally agree well with experimental observa-
tions, a notable discrepancy arises in the emission spectra of A-3:C6F5Cl and A-3:C6F5Br
complexes. Experimentally, the emission maxima in C6F6, C6F5Cl, and C6F5Br show min-
imal shifts. Conversely, the theoretical spectra exhibit more pronounced shifts, reflecting
the expected trend in halogen bonding strength. To investigate this discrepancy, I computed
the Gibbs free energy (∆G) for the formation of all studied complexes. This calculation
includes a correction term to account for the experimental concentrations of reactants and
products. The detailed methodology employed to obtain the results presented in Table 4.3
is provided in Chapter 2. Analysis of the ∆G values in Table 4.3 reveals that only the inter-
action between the dyes and C6F5I leads to an energetically favorable (exergonic) complex
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formation due to halogen bonding. This suggests that only the C6F5I halogen bond donor
forms thermodynamically stable complexes with A-dyes series under the studied condi-
tions according to DFT calculations. In contrast, the positive ∆G values for complexes
involving C6F5Cl and C6F5Br suggest that they are not energetically favorable under ex-
perimental conditions. This finding agrees well with the experimental observations, partic-
ularly explaining the significant spectral shifts observed for the A-3 dye in C6F5I compared
to C6F6, while minimal shifts are seen for C6F5Cl and C6F5Br solvents compared to C6F6

solvent. Consequently, the selectivity of the experiments is reproduced and rationalized by
the DFT calculations.

Table 4.3: Corrected formation Gibbs energy (∆G, in kcal/mol) taking into account
the concentration of the reactants and product used in the measurements for A:C6F5X
complexes.

A-2 A-3 A-5 A-6 A-8 A-9
C6F5Cl 4.10 3.19 2.69 2.78 2.96 3.11

C6F5Br 0.62 0.50 0.56 0.68 1.05 0.41

C6F5I -1.55 -1.71 -1.68 -1.96 -1.77 -2.47

While the ∆G values in Table 4.3 indicate favorable complex formation also for A-
2:C6F5I and A-6:C6F5I, the photophysical response of A-2 and A-6 to halogen bonding
differs from A-3 as revealed by TD-DFT calculations. A-3 exhibits a significantly larger
red shift in its emission maximum wavelength upon complexation with C6F5I compared to
A-2 and A-6. The Stokes shift difference for A-2 and A-6 induced by C6F5I with respect to
the isolated dye is substantially smaller than for A-3 (1000 cm−1 and -100 cm−1, respec-
tively, vs. 1700 cm−1 for A-3). These observations suggest a weaker influence of halogen
bonding on the electronic structure of A-2 compared to A-3 and a negligible impact on
A-6.

To explain this observation, I computed the electronic density changes during the emis-
sion process of A-2:C6F5I and A-6:C6F5I complexes (Figure 4.11). By analyzing these
changes, the observed discrepancies in the measured emission maximum wavelength shifts
between A-3, A-2, and A-6 upon solvent change from C6F6 solvent to C6F5I can be ex-
plained. The substantial emission maximum wavelength shift observed for A-3:C6F5I com-
pared to the isolated dye (Table 4.2) correlates well with the significant change in density
across the N· · · I bond during emission in Figure 4.10b. Conversely, the smaller shift ob-
served for A-2:C6F5I compared to A-3:C6F5I agrees with the considerably weaker density
change over the N· · · I bond in Figure 4.11a. These findings suggest that the position of
the nitrogen atom in the halogen bond acceptor significantly impacts the influence of halo-
gen bonding on the dyes’ photophysical properties. Furthermore, the negligible change
in emission maximum wavelength for A-6 upon complex formation is rationalized by the
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absence of density change over the N· · · I bond in Figure 4.11b. These results suggest
that extending the conjugation system has a significant influence on the interplay between
halogen bonding and the photophysical properties of the studied dyes. Specifically, the
extension of the conjugation appears to neglect the influence of halogen bonding on the
dye’s intramolecular charge transfer.

Figure 4.11: Electron density difference between the excited and ground states of the emis-
sion process for the (a) A-2:C6F5I and (b) A-6:C6F5I complexes. In blue the regions with
decreased electron density, and in yellow the regions with increased electron density.

Having elucidated the halogen bonding effect in A-series dyes, I will now explore B-
series dyes (Figure 4.12). These dyes have been designed to include the halogen bond
acceptor positioned near the BF2 acceptor within the CT path, unlike the complexes of the
series A where it was distant from the CT path. B-series dyes possess a dipolar structure
with an N–BF2–O electron-accepting group and a dimethylamino electron-donor group
connected by a single bond. Their design allows halogen bonding at two distinct sites: the
heterocyclic nitrogen (red in Figure 4.12) and the imine nitrogen (green). As in measure-
ments for series A, it is important to note that this work employs the solvent itself as the
halogen bond donor.

Previous research on similar dyes examined their photophysical properties and revealed
how changes in the nitrogen position impact these properties [55]. The study revealed that
all the compounds studied exhibit 2PA within the first biological window, making them
suitable for biological applications. The introduction of an additional nitrogen atom in
the heterocyclic ring of these compounds leads to a redshift in the excitation wavelength.
Moreover, the presence of the additional nitrogen atom enhances the magnitude of 2PA and
demonstrates that the fluorescence quantum yield (FQY) can be modulated by strategically
placing the nitrogen atom, allowing for controlled tuning of photophysical properties. Sim-
ilarly, the present study investigates the effects of halogen bonding on the photophysical
properties of compounds in series B. Before discussing the computational results, it is
important to highlight the experimental characterization of the B-series dyes in C6F5X sol-
vents performed by my group associates.
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Figure 4.12: Studied compounds of series B and the solvents used.

The summary of the measurements of the absorption and emission spectra of dyes
of series B is presented in Table 4.4. In agreement with earlier investigations on similar
dyes, the position of the nitrogen atom on the heterocyclic ring significantly impacts the
absorption maximum wavelength. In C6F6 solvent, varying the nitrogen position allows
for tuning the absorption maximum wavelength (λabs) across the violet-blue range, from
393 nm for B-1 to 420 nm for B-3. Furthermore, the trends in λabs with solvent changes
remain consistent across all dyes. For instance, C6F5I consistently yields the highest λabs,
while C6F5Cl yields the lowest one.

Figure 4.13a depicts the shift in the absorption maximum wavelength of B-series dyes
in C6F5X with respect to the absorption maximum wavelength of B-series dyes in C6F6

solvents. Notably, B-1 exhibits a minimal solvent effect on λabs. Interestingly, all dyes
show a progressive redshift in the order C6F5Cl < C6F5Br < C6F5I, reaching a maximum
14 nm shift for B-3 in C6F5I compared to C6F6. Additionally, the λabs difference between
C6F5Cl and C6F5Br is smaller compared to C6F5Br and C6F5I, suggesting a stronger effect
on absorption coming from C6F5I solvent. These results allow for the rational design of
dyes using different solvents, allowing for the tuning of λabs across a wide color spectrum,
reaching 435 nm for B-3 in C6F5I. The emission maximum wavelength (λem) is more
sensitive to environmental changes compared to the absorption maximum wavelength. This
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is evident from the larger shifts observed for λem upon solvent changes in Figure 4.13b. For
instance, B-3 in C6F5I solvent exhibits a 60 nm red-shifted λem compared to measurements
in C6F6 solvent.

Table 4.4: Summary of measured photophysical properties of B dyes in the palette of
solvents studied. Maximum absorption wavelength (λabs), maximum emission wavelength
(λem), fluorescent quantum yield (FQY), and Stokes shift.

Compound Solvent
λabs λem FQY

Stokes shift

nm nm cm−1

B-1

C6F6 393 437 0.872 2562

C6F5Cl 395 435 0.978 2328

C6F5Br 397 438 0.860 2358

C6F5I 401 452 0.078 2863

B-2

C6F6 398 472 0.357 3939

C6F5Cl 400 465 0.466 3495

C6F5Br 402 472 0.361 3689

C6F5I 411 525 0.018 5283

B-3

C6F6 420 517 0.376 4467

C6F5Cl 423 505 0.635 3839

C6F5Br 425 517 0.592 4187

C6F5I 435 578 0.037 5740

B-4

C6F6 407 455 0.920 2592

C6F5Cl 409 452 1.000 2326

C6F5Br 412 456 0.930 2342

C6F5I 420 488 0.670 3318

B-5

C6F6 400 513 0.206 5507

C6F5Cl 402 500 0.401 4876

C6F5Br 404 502 0.409 4832

C6F5I 411 555 0.052 6313

This shift is significantly larger than the 14 nm for λabs for the same system. Con-
sequently, it is clear that the choice of the solvent and the position of the halogen bond
acceptor can tune the λem for B-series dyes, ranging from 435 nm (B-1:C6F5Cl) to 578 nm
(B-3:C6F5I). Furthermore, the trend in the emission maximum wavelength shifts for the
set of dyes in C6F5I with respect to C6F6 agree with those observed in absorption (i.e., B-1
< B-4 < B-2 < B-5 < B-3). However, there are notable differences in the solvent’s impact
on each compound. Figure 4.13b reveals that while all compounds exhibit a substantial
redshift in the emission maximum wavelength in C6F5I, a slight blueshift occurs in C6F5Cl
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and C6F5Br for each compound. Furthermore, B-1 dye, which only contains the halogen
bond acceptor in the imine nitrogen, exhibits the smallest shift upon solvent change, sug-
gesting XB occurring at the heterocyclic nitrogen site plays a pivotal role in the variations
in the photophysical properties of series B dyes.

The Stokes shift observed for each dye in different solvents is summarized in Table 4.4.
Smaller Stokes shifts for B-1 and B-4 indicate potentially weaker intramolecular charge
transfer compared to other dyes. The largest Stokes shifts are observed in C6F5I for all B-
series dyes, again suggesting that C6F5I interacts with the dyes via halogen bonding (XB)
at the heterocyclic nitrogen site. This interaction likely affects the electronic structure of
the dyes and promotes CT.

Figure 4.13: Changes in (a) absorption and emission (b) maximum wavelengths for B-
series dyes in C6F5X with respect to C6F6 as solvents.

Several experimental techniques have been used to elucidate the structures of the com-
plexes formed between the B-series dyes and C6F5X solvents, such as NMR. The C6F5X
solvents can also interact with the B-series dyes through π-stacking, which may hinder
the detection of halogen bonds. Therefore, the 1H-NMR titrations by the addition of 1-
iodononafluorobutane (C4F9I) in C6F6 were performed to study the halogen-bonding in-
teraction, excluding B-5 due to its low solubility. The complexation-induced shift (CIS)
values have been calculated from the measurements and are depicted in Figure 4.14a. The
results provide valuable insights into the interactions and behavior of the B-series dyes.
The CIS values observed for protons 3 and 7 of B-1 are remarkably large, suggesting sig-
nificant XB interaction at the imine nitrogen atom. For other dyes (B-2, B-3, B-4, and B-5),
in C4F9I, proton 7 exhibits the most significant CIS, highlighting its sensitivity to halogen-
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bonding interactions. Then, my group associates performed the 1H-NMR titrations by the
addition of C6F5I in C6F6 solution (Figure 4.14b). The first observation from this titration
is the low association constants of the dyes to the C6F5I molecules, which are below 10
M−1. However, these observations are in agreement with previously published studies by
Taylor et al. [151, 152] and can be explained by the strong electron-accepting properties
of the BF2 group that remarkably withdraw electron density from the halogen bond accep-
tor atom (nitrogen). This behavior disfavors the interaction between the nitrogen and the
σ-hole of the halogen atom.

Figure 4.14: CIS values for every proton of B-1, B-2, B-3, and B-4 obtained by the NMR
titration by the addition of (a) C4F9I in C6F6 solution and (b) C6F5I in C6F6 solution.
Proton labels are shown in Figure 4.12.

Although low association constants have been found, it is important to remark that
their photophysical properties have been recorded in pure C6F5X solvents, ensuring that
all the dye molecules are surrounded by solvent molecules acting as halogen bond donors.
Furthermore, in C6F5I, which can interact with the dye through π-stacking, all protons
show smaller shifts, with proton 8 exhibiting negligible changes. This pattern points toward
a competitive balance between halogen bonding and π-stacking effects.

To further investigate the electronic environment of the nitrogen atoms, 1H-15N HMBC
NMR spectroscopy for all B-series dyes except B-1 because of its lack of heterocyclic

nitrogen, and B-5 due to its low solubility was performed. Table 4.5 summarizes the 15N
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chemical shift changes in C6F5I compared to C6F6. The data reveals shielding effects for
the heterocyclic nitrogen in B-2, B-3, and B-4, indicating a more electron-rich environment
due to halogen bonding. Conversely, the NMe2 nitrogen experiences deshielding, likely
due to the donor-to-acceptor charge transfer in the ground state, caused by halogen bonding
in the acceptor part.

Table 4.5: Difference between the 15N NMR chemical shift in C6F5I solvent and C6F6

solvent for the heterocyclic and dimethylamino nitrogen. Results from calculations in
parentheses.

Compound ∆δ heterocyclic N ∆δ NMe2
ppm ppm

B-2 -4.8 (-19.4) 2.9 (2.8)

B-3 -4.7 (-26.7) 2.3 (2.8)

B-4 -3.7 (-16.0) 3.6 (2.7)

DMAP -15.4 (-22.8) 5.9 (7.6)

These patterns suggest that the nitrogen atom in the heterocyclic ring might be in-
volved in XB interactions. These interactions could potentially enhance charge trans-
fer within the dye molecule [153]. To confirm this hypothesis, my coworkers used 4-
dimethylaminopyridine (DMAP) as a reference compound. DMAP exhibits similar inter-
actions with C6F5I as the B-series dyes, displaying a notable shielding effect for the hete-

rocyclic nitrogen and a deshielding effect in the NMe2 nitrogen. However, DMAP shows
larger complexation-induced shifts compared to the B-series dyes, indicating stronger halo-
gen bonding. This finding supports the notion of lower association constants observed in
series B due to the influence of the nearby boron site on the electronic properties of the key
nitrogen atom. To investigate the factors influencing the NMR shifts, I further employed
quantum chemical calculations. These calculations suggested that solvent polarity has min-
imal impact on the observed shifts (Table S6.3). This highlights the dominant roles played
by halogen bonding and π-stacking interactions in shaping the NMR chemical shifts. Ad-
ditionally, I calculated the changes in the 15N-NMR chemical shifts upon complexation.
The results are depicted in parentheses in Table 4.5 and exhibit a notable agreement with
the experimental measurements. In particular, shielding effects for the heterocyclic nitro-
gen and deshielding effects for the nitrogen atom on the NMe2 group are observed. This
agreement between experimental and computational data further supports the hypothesis
that halogen bonding can be formed at the heterocyclic nitrogen site.

The theoretical part of this study aims to provide a robust explanation for the exper-
imental observations. I employed computational methods to rationalize the experimental
findings, particularly the influence of halogen bonding on the electronic spectra of B-series
dyes. These methods offer insights that might be difficult or impossible to obtain through
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experiments alone. To understand the influence of halogen bonding on the dyes’ photo-
physical properties, I first analyze the optimized geometries of the B:C6F5X complexes
(Figure 4.15). B-1, lacking the heterocyclic nitrogen for halogen bonding, serves as a ref-
erence for the B-series dyes. Comparing B-1 to the others will isolate the effect of halogen
bonding in the nitrogen atom in the heterocyclic ring. I studied various B:C6F5X com-
plexes classified into different groups by their intermolecular interactions to understand
their structures and computationally reproduce the experimental data.

Figure 4.15: Equilibrium geometries of complexes formed by B and the halogen bond
donors studied interacting through halogen bonding in the heterocyclic nitrogen, obtained
at the MN15/aug-cc-pVDZ(PP) level of theory.

48



Figure 4.16: Equilibrium geometries of complexes formed by B and the halogen bond
donors studied interacting through halogen bonding in the imine nitrogen, obtained at the
MN15/aug-cc-pVDZ(PP) level of theory.
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The first group comprises complexes formed through halogen bonding at the hetero-

cyclic nitrogen, denoted by h (Bh). Since B-1 lacks this nitrogen, it cannot participate in
this interaction and is excluded (Figure 4.15). The analysis reveals a key similarity be-
tween B-series dyes and those from series A: the C–X· · ·N angle is significantly affected
depending on the halogen atom. Complexes formed between B-series dyes and C6F5Cl
exhibit angles significantly deviated from linearity, suggesting a weaker halogen bond in-
teraction. Conversely, complexes with C6F5I maintain near-linear angles (around 180°),
indicative of stronger XB. Complexes with C6F5Br fall in between, agreeing with the trend
of stronger XBs having more linear angles. An interesting exception arises in complexes
involving B-2. Here, the proximity of the two nitrogen atoms appears to strengthen the
interaction, leading to more linear angles even with C6F5Cl.

The second group consists of complexes formed via halogen bonding at the imine ni-
trogen and will be denoted by i (Bi). The equilibrium geometries of the complexes within
this group are illustrated in Figure 4.16. A notable distinction between these complexes
and previous ones is that the halogen bond donor is positioned out-of-plane relative to the
plane of the dye B, with the halogen atom oriented towards the imine nitrogen. These
structural differences between the two interaction positions may have implications for the
photophysical properties and overall performance of the dyes. The XB interaction at the
imine nitrogen exhibits a unique and consistent geometry across all B-series dyes with
various halogen bond donors. However, two exceptions (marked in blue) emerged during
their geometry optimization: Bi-2:C6F5Cl and Bi-2:C6F5Br. Interestingly, Bi-2:C6F5Cl
adopts a geometry characteristic of π-stacking interactions, suggesting a different domi-
nant interaction in this complex. In contrast, Bi-2:C6F5Br adopts a geometry similar to
Bh-2:C6F5Br. This suggests a preference for in-plane XB at the heterocyclic nitrogen for
B-2 when interacting with the weaker halogen bond donor, C6F5Br.

The third group comprises complexes formed through π-stacking interactions. How-
ever, given the scope of this Thesis, the results on π-stacking geometries are not discussed
here. Consequently, the focus of this study is the investigation of halogen bonding (XB)
at the heterocyclic (Bh) and imine (Bi) nitrogen sites, which will be discussed in detail.
All the equilibrium geometries of complexes belonging to the third group are depicted in
Figure S6.4.

Using the equilibrium geometries depicted in Figures 4.15 and 4.16, I computed the
interaction energies of XB complexes at the DF-SCS-MP2/aug-cc-pVDZ(PP) level of the-
ory. The results of the calculations are depicted in Table 4.6. The interaction energies
agree with well-known trends for halogen-bonded complexes. Complexes with C6F5I as
the halogen bond donor consistently exhibit the strongest interaction energy for all B-series
dyes, followed by C6F5Br and C6F5Cl.

It is worth noting that the interaction energies for complexes Bi-2:C6F5Cl and Bi-
2:C6F5Br are absent. This is because the equilibrium geometries obtained during the
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optimization process lead to complexes exhibiting π-stacking and XB interaction at the
heterocyclic nitrogen, respectively, thereby preventing XB involving the imine nitrogen.

Table 4.6: Intermolecular interaction energies (∆E, in kcal/mol) for halogen-bonded
complexes between B-series dyes and C6F5X at the heterocyclic (Bh) and imine (Bi)
nitrogen calculated using the DF-SCS-MP2 method and the aug-cc-pVDZ(PP) basis set.

dye C6F5Cl C6F5Br C6F5I

Bh-2 -3.43 -4.83 -6.40

Bh-3 -1.97 -3.05 -4.64

Bh-4 -1.98 -3.00 -4.43

Bh-5 -2.53 -3.41 -4.72

Bi-1 -3.03 -4.24 -5.73

Bi-2 - - -5.72

Bi-3 -2.79 -3.86 -5.09

Bi-4 -2.88 -3.89 -5.17

Bi-5 -3.11 -4.10 -5.40

Interestingly, the interaction energies of Bi complexes are generally consistent across
different B-series dyes for the same halogen bond donor. For instance, for complexes with
C6F5I as a halogen bond donor, the difference in interaction energy for the least stable com-
plex (Bi-3:C6F5I) and the most stable complex (Bi-1:C6F5I) is lower than 0.7 kcal/mol.
This agrees with expectations as the XB site remains constant in these complexes. In
contrast, an exception is found in halogen-bonded complexes with the interaction at the
heterocyclic nitrogen, where B-2 complexes exhibit larger interaction energy compared to
the other complexes. This can be attributed to the unique structural configuration of B-2,
where the proximity of the two nitrogen atoms enhances the intermolecular interaction.
When comparing the two XB positions (heterocyclic vs. imine nitrogen) for the same dye
and halogen bond donor, Bi:C6F5X complexes generally show slightly more stable interac-
tion energies than their Bh:C6F5X counterparts. However, these differences are relatively
small, typically less than 1 kcal/mol.

To investigate the origin of these types of interactions, I used VP-EDS to perform the
interaction energy decomposition for these complexes. Similar to series A, partitioning the
interaction energy for B:C6F5X complexes at the MP2 level of theory is computationally
expensive due to system size. Therefore, I focused on the HF contribution (∆EHF

int ) to the
interaction energy, further decomposing it into electrostatics (ε(10)el ), exchange-repulsion
(∆EHL

ex ), and delocalization (∆EHF
del ) terms. The remaining contributions have been in-

cluded in the MP2 correlation term (∆EMP2
corr ). I will not analyze the interaction energy

decomposition for B-series dyes with C6F5Cl and C6F5Br because, as shown in Figure 4.7,
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the decomposition is very similar for complexes that differ only in the halogen atom in-
volved in the XB interaction. For B-series dyes with C6F5I, the interaction energy de-
composition at the heterocyclic nitrogen shows consistent contributions from electrostatic,
exchange-repulsion, and delocalization terms across all complexes (Figure 4.17a and Table
S6.4).

Figure 4.17: Partitioning of the HF interaction energy (∆EHF
int ) of (a) Bh:C6F5I, and (b)

Bi:C6F5I, complexes at the equilibrium geometries at the MP2/aug-cc-pVDZ-PP level of
theory. The black dots combined with black lines indicate the total MP2 interaction energy
computed with the DF-SCS-MP2 method.

Notably, Bh-5:C6F5I exhibits slightly lower contributions, but the overall energy re-
mains similar due to comparable relative weights within the components. These findings
agree with the observations for series A (Figure 4.7), highlighting the consistent nature
of the interaction energy in halogen bonding across systems. In this intermolecular inter-
action, exchange repulsion appears to be the dominant contribution, while the combined
effect of electrostatics and delocalization provides additional stabilization to the complex.
Furthermore, Figure 4.17b reinforces this consistency, demonstrating similar contribution
patterns for all complexes studied in this work. This agrees with the broader trends ob-
served throughout the thesis.

To understand how halogen bonding affects the dyes’ photophysical properties, I com-
pare the interatomic distances within the N· · ·X bridge across the B-series dyes in C6F5X
solvents. The differences between the halogen bond lengths in the excited state (S1) and
the halogen bond lengths in the ground state (S0) of each complex are illustrated in Fig-
ure 4.18. Interestingly, the N· · ·X bridge distances consistently decrease upon excitation
compared to the ground state for all complexes. This trend suggests a strengthening of the
halogen bond in the excited state. Bh-4 exhibits the smallest shortening of the bond length
across C6F5X solvents, except for C6F5Cl where it shortens similarly to Bh-2 and Bh-5.
Furthermore, the shortening is more pronounced for complexes with C6F5I as the halo-
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gen bond donor compared to other perfluorohaloarenes. Unlike series A, the changes in
interatomic distances upon excitation in C6F5Cl and C6F5Br are not consistent across all B-
series dyes. This agrees with the combined experimental and computational observations
of weaker intermolecular interactions in series B.

Figure 4.18: Differences in the length between the N· · ·X bond distance in the excited
state equilibrium geometry and the N· · ·X bond distance in the ground state equilibrium
geometries of the set of B:C6F5X complexes studied.

To connect the structural and energetic findings to experimental observations, Table 4.7
summarizes the calculated absorption and emission spectra for Bh-2, Bh-3, Bh-4, and Bh-5
interacting with C6F5X via halogen bonding. While I initially explored the impact of sol-
vent polarity (C6F6 and C6F5I) on emission spectra using the PCM model, gas-phase cal-
culations yielded better agreement with experimental results. Therefore, the data presented
here corresponds to gas-phase calculations. Figure 4.19 explores the impact of halogen
bonding formation and solvation effects on emission spectra, as simulated by the PCM
approach. Three distinct emission shifts are displayed alongside the corresponding exper-
imental values. The blue line represents the emission wavelength shift for B-series dyes
in C6F5I solvent (PCM) compared to C6F6 solvent (PCM). The green line shows the emis-
sion wavelength shift for Bh:C6F5I complexes (gas phase) compared to the corresponding
isolated Bh dyes (gas phase). This shift reflects the influence of XB formation at the het-

erocyclic nitrogen. The orange line displays the emission wavelength shift for Bi:C6F5I
complexes (gas phase) compared to the corresponding isolated Bi dyes (gas phase). This
shift isolates the effect of XB at the imine nitrogen. My analysis using the PCM solvation
model indicates minimal influence of solvent polarity on the emission spectra of B-series
dyes. This agrees with the approach used for A-series dyes, where gas-phase TD-DFT
calculations accurately reproduce experimental emission maxima for Bh:C6F5I complexes.
This consistency suggests that gas-phase calculations are a reliable method to rationalize
the photophysical properties of these XB complexes and suggest that this type of dye in
C6F6 behaves as in the gas state. The calculated absorption maxima agree with exper-
imental data, exhibiting a small redshift upon changing the XB donor from Cl to Br to
I (C6F5X). Notably, the variations observed for B-series dyes interacting with C6F5I are
within a narrow range of 10 nm. This consistency between theory and experiment high-
lights the minimal influence of the halogen bond donor on the dyes’ absorption properties.
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Figure 4.19: Effect of the solvent in the shift in emission maximum wavelength of the iso-
lated dye using PCM solvation model (blue), shift in emission maximum wavelength upon
complex formation in the heterocyclic nitrogen in the gas phase (green), shift in emission
maximum wavelength upon complex formation in the imine nitrogen in the gas phase (or-
ange), and comparison with the experimental shifts in emission maximum wavelength of
B-dyes series in C6F5I with respect to C6F6 (black).

On the other hand, the maximum emission wavelength red-shifts upon halogen bond
formation, with the magnitude of the shift correlating to the halogen bond strength (Cl < Br
< I) for each B-series dye. C6F5I, the strongest XB donor, induces the largest red shift for
all complexes. Interestingly, Bh-4 displays the smallest shift (23 nm), while Bh-2 and Bh-3
exhibit the largest shifts (59 nm and 60 nm, respectively). The oscillator strength suggests
that Bh-4 may be the strongest emitter, followed by Bh-3 and Bh-5, with Bh-2 likely being
the weakest. Furthermore, it decreases along with the interaction energy of the halogen
bond. Overall, these findings highlight the significant influence of halogen bonding on the
dyes’ emission properties. The strength of the halogen bond dictates the extent of the red
shift and emission intensity.

To understand the observations in the electronic spectra of B-series dyes, I computed
the difference in electron density between the excited and ground states of Bh-3:C6F5I at
both the ground-state (absorption) and excited-state (emission) geometries. These differ-
ences are visualized in Figure 4.20 and help to explain the spectral behavior of the com-
plex. The electron density difference during the absorption process (Figure 4.20a) reveals
minimal change near the halogen bond, suggesting a weak influence on light absorption.
Conversely, a significant density change is observed across the N· · · I bond during emis-
sion. This highlights a stronger influence of the halogen bond on the emission spectrum,
agreeing with observations in series A. These findings imply that the electronic structure
of the complex is more sensitive to the halogen bond during emission, leading to a more
pronounced effect on the emission maximum wavelength.
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Table 4.7: Summary of the electronic structure calculations of B dyes and their complexes
formed with C6F5X halogen bond donors interacting at the heterocyclic nitrogen using
TD-DFT at MN15/aug-cc-pVDZ level of theory. Maximum absorption wavelength (λabs),
maximum emission wavelength (λem), oscillator strengths (f ), and Stokes shift.

Compound
Halogen bond λabs f λem f Stokes shift

donor nm nm cm−1

B-1 not present 348 0.91 368 0.82 1579

Bh-2

not present 349 0.83 452 0.08 6523

C6F5Cl 354 0.75 468 0.06 6909

C6F5Br 357 0.72 489 0.05 7535

C6F5I 361 0.68 513 0.04 8159

Bh-3

not present 368 0.77 438 0.31 4376

C6F5Cl 370 0.74 447 0.29 4633

C6F5Br 377 0.75 468 0.26 5202

C6F5I 382 0.76 492 0.24 5834

Bh-4

not present 351 0.95 368 0.84 1367

C6F5Cl 352 1.05 371 0.93 1448

C6F5Br 357 1.11 379 0.92 1668

C6F5I 361 1.17 388 0.90 1988

Bh-5

not present 356 0.64 453 0.13 6029

C6F5Cl 357 0.71 463 0.13 6395

C6F5Br 364 0.67 478 0.12 6581

C6F5I 367 0.67 493 0.12 6927

While TD-DFT calculations generally agree with experimental data, a discrepancy
arises in the emission spectra of Bh complexes with C6F5Cl and C6F5Br. Experimentally,
these complexes exhibit minimal or even blue-shifted emission maxima when compared
to C6F6 solvent. In contrast, the calculations predict larger redshifts following the halogen
bond strength trend.

To investigate this discrepancy between experimental and computational data further, I
calculated the Gibbs free energy (∆G) for the formation of all complexes, incorporating a
correction term for simulating the experimental concentrations. The analysis of the calcu-
lated Gibbs free energy shown in Table 4.8 reveals that only complexes formed with C6F5I,
both in heterocyclic and imine positions, exhibit negative ∆G values, indicating thermo-
dynamically favorable halogen bonding under the specific experimental conditions. This
suggests strong stabilization by iodine for both interaction sites on the dyes.
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Figure 4.20: Electron density difference between the electronic excited and ground states
at (a) the equilibrium ground state geometry (absorption) and (b) equilibrium excited state
geometry (emission) for the Bh-3:C6F5I complex. In blue the regions with decreased elec-
tron density, and in yellow the regions with increased electron density.

In contrast, complexes with C6F5Cl and C6F5Br show positive ∆G values, implying
these interactions are not energetically favorable. This highlights the crucial role of C6F5I
in promoting stable complex formation compared to weaker halogen bond donors, includ-
ing C6F5Cl and C6F5Br. Furthermore, ∆G values for series B are generally less negative
compared to series A, suggesting lower thermodynamic stability. This agrees with ex-
perimental observations of smaller emission shifts for B:C6F5I complexes compared to
A:C6F5I and low association constants from NMR titrations.

Table 4.8: Corrected formation Gibbs energy (∆G, in kcal/mol) taking into account the
concentration of the reactants and product used in the measurements for Bh:C6F5X and
Bi:C6F5X complexes.

dye C6F5Cl C6F5Br C6F5I

Bh-2 2.69 0.30 -1.37

Bh-3 4.85 1.77 -0.22

Bh-4 3.16 1.86 -0.13

Bh-5 2.60 1.36 -0.54

Bi-1 1.68 1.88 -1.06

Bi-2 - - -1.48

Bi-3 2.30 0.40 -0.81

Bi-4 1.56 0.13 -0.91

Bi-5 2.16 -0.05 -1.08
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While several insights have been gained into the differing effects of halogen bonding
on absorption and emission processes, the reasons for the variations observed between
different dyes of the series B remain unexplained. To elucidate these changes, I computed
the differences in electronic density between the excited and ground states at the excited-
state geometries of Bh-2:C6F5I, Bh-3:C6F5I, Bh-4:C6F5I, and Bh-5:C6F5I, simulating the
change of the electronic density in the emission process. These differences are depicted in
Figure 4.21.

Figure 4.21: Electron density difference between the excited and ground states of the emis-
sion process for the a) Bh-2:C6F5I, b) Bh-3:C6F5I, c) Bh-4:C6F5I, and d) Bh-5:C6F5I com-
plexes. In blue the regions with decreased electron density, and in yellow the regions with
increased electron density.

The minimal change in electron density near the N· · · I bond in Bh-4:C6F5I (Figure
4.21c) explains the small shift in its emission maximum wavelength upon changing the
solvent from C6F6 to C6F5I. This suggests a weaker dependence of Bh-4’s emission on
halogen bonding compared to other B-series dyes. This observation agrees with the cal-
culated Gibbs free energy values (Table 4.8). Bh-4:C6F5I complex has the least negative
∆G, indicating a weaker thermodynamic driving force for complex formation compared
to other B-series dyes with C6F5I.
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Conversely, the substantial changes in electron density near the N· · · I bond for Bh-
2:C6F5I and Bh-3:C6F5I (Figure 4.21) correlate well with the larger emission maximum
wavelength shifts observed in these complexes upon solvent change. These results sug-
gest a stronger dependence of the B-2 and B-3 emissions on halogen bonding effects.
Bh-5:C6F5I also exhibits a significant density change, but less pronounced compared to
Bh-2 and Bh-3. This agrees with the moderate emission shift observed for Bh-5, falling
between the larger shifts of Bh-2 and Bh-3 and the minimal shift of Bh-4. Overall, the
combined analysis of TD-DFT calculations, thermodynamics, and excited-state electron
density changes underscores the critical role of halogen bonding in dictating the photo-
physical properties of B-series dyes.

Remarkably, an unexplained outcome from the analysis performed of ∆G values (Ta-
ble 4.8) and electronic structure calculations (Table 4.7) has been observed. While the
∆G suggests that the imine nitrogen position might be favorable for halogen bonding and
complex stability, only the calculations for complexes with halogen bonding at the hetero-

cyclic nitrogen position agree with experimental observations (Figure 4.19). Therefore, it
is necessary to analyze the results for Bi:C6F5I to understand why they do not predict the
experimental observations. The summary of electronic structure calculations of Bi:C6F5I
complexes are depicted in Table 4.9.

Table 4.9: Summary of electronic structure calculations of Bi-1, Bi-2, Bi-3, Bi-4, and
Bi-5 complexes formed with C6F5I halogen bond donor at TD-DFT level. Maximum
absorption wavelength (λabs), maximum emission wavelength (λem), oscillator strengths
(f ), and Stokes shift.

Compound
λabs f λem f Stokes shift

nm nm cm−1

Bi-1:C6F5I 351 0.80 372 0.73 1608

Bi-2:C6F5I 355 0.73 513 0.03 8676

Bi-3:C6F5I 371 0.69 569 0.00 9379

Bi-4:C6F5I 356 0.82 509 0.00 8444

Bi-5:C6F5I 360 0.59 562 0.00 9984

The calculated Stokes shifts for Bi:C6F5I complexes deviate significantly from both
experimental data and the values obtained for Bh-series complexes (Table 4.7). Interest-
ingly, two exceptions are found within this group. Bi-1:C6F5I exhibits a very low Stokes
shift, suggesting minimal intramolecular charge transfer within the complex. In contrast,
Bi-2:C6F5I displays a Stokes shift similar to its Bh counterpart.

The differences in Stokes shifts between Bi:C6F5I and their corresponding Bh:C6F5I
(with these two exceptions) are intriguing, especially considering that the only difference
is found in the halogen bonding sites (imine vs. heterocyclic nitrogen).
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Figure 4.22: Equilibrium excited state geometries of complexes formed by B and C6F5I
interacting through halogen bonding in the heterocyclic and imine nitrogen.
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To understand this observation, further analysis of the excited-state geometries is nec-
essary (Figure 4.22). The similarity between excited-state geometries of Bi-2:C6F5I and
Bh-2:C6F5I suggest comparable effects from halogen bonding at the imine and heterocyclic

nitrogen positions, explaining the similar Stokes shift. This makes it challenging to isolate
the specific influence of halogen bonding in the imine nitrogen on B-2’s properties.

Furthermore, all Bi-series complexes except Bi-1:C6F5I and Bi-2:C6F5I exhibit a sig-
nificant twist in the excited state. This unique planarity of Bi-1:C6F5I in the excited state
indicates a distinct interaction compared to other complexes in the series, explaining the
differences in the calculated emission maximum wavelength. In contrast, the significant
twist observed in the excited state geometries of Bi-3:C6F5I, Bi-4:C6F5I, and Bi-5:C6F5I
leads to a predicted zero oscillator strength for their emission processes. This suggests
negligible intensity and potentially undetectable emission bands in experiments for these
complexes.

The consistency between computational chemistry and experimental measurements
helps validate the theoretical approach and rationalize the experimental observations. How-
ever, it is important to consider that the non-competitive environment, where the solvent
itself acts as the XB donor, allows the interactions at different positions on the dye to oc-
cur simultaneously. This complexity can influence the overall photophysical properties of
the system and may contribute to discrepancies between the calculations and experimental
data.

Future work could benefit from incorporating molecular dynamics simulations. These
simulations can explore the specific interactions between the solvent and the dye at differ-
ent bonding sites, providing a more comprehensive understanding of the dynamic behavior
within the complexes. This would offer valuable insights into how the halogen bond donor
position influences the dyes’ properties. Ultimately, such knowledge can aid in refining
models and enhancing the accuracy of theoretical predictions in future research efforts.
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CHAPTER 5

Decomposition of the changes in the IR spectra
induced by halogen bonding

The previously described research successfully elucidated and characterized the electronic
structure of complexes formed by organic fluoroborates and halogenated perfluoroarenes
through halogen bonding, expanding our understanding of such interactions. As high-
lighted in the Introduction chapter, infrared (IR) spectroscopy has been extensively used
to confirm the formation and quantify the strength of halogen bonding. The measured
infrared spectra (Figure 4.5) observed in the previous chapter revealed intriguing changes
upon complex formation. These observations captured my attention to explore the physical
origin of these spectral changes.

To gain further insight into the observed spectral changes in Figure 4.5, I performed
calculations on the vibrational structure of pyridine, which is the halogen bond acceptor
moiety of the A-series dyes, C6F5X molecules (X = Cl, Br, and I), and their complexes
(pyr:C6F5X). Figure 5.1 illustrates the impact of these intermolecular interactions on IR
spectra. The figure compares the calculated infrared spectra of a) pyridine, b) C6F5I, and
c) the complex formed by the pyridine interacting with C6F5I through halogen bonding.
Figure 5.1d depicts the difference between the IR spectrum of the complex and the IR
spectra of their components, revealing significant changes in the infrared spectrum upon
complex formation. These changes include frequency and intensity shifts for several bands.
Consistent with the measured spectra (Figure 4.5), a new band attributed to the intermolec-
ular vibration appears at a short wavenumber in the IR spectrum of the complex (Fig-
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ure 5.1c). Another example of the effect of halogen bonding in the vibrational structure
of the molecules forming the complex is the pair of bands around 1000 and 1100 cm−1 in
Figure 5.1d. For the first of the bands, a combined shift in intensity and frequency can be
observed, while for the higher-frequency band, an increase in intensity is noticed. Further-
more, the band corresponding to the C–I stretching at 200 cm−1 exhibits a notable intensity
change upon complex formation (Figure 5.1c). These spectral variations are characteristic
of vibrational modes affected by intermolecular interactions and highlight their impact on
the observed features.

Figure 5.1: Normalized simulated IR spectra of (a) pyridine, (b) C6F5I, and (c) pyr:C6F5I,
and (d) their difference with the intensity scaled 5 times.

Some studies complement infrared spectroscopy measurements by energy decompo-
sition analyses. EDA provides an indirect link between spectroscopic features and the
underlying interaction types. However, it is important to acknowledge that interaction en-
ergies (related to complex stability) and electric properties (influencing spectral intensities)
may exhibit distinct patterns of interaction types. This point has been highlighted in semi-
nal works by Fowler and Sadlej [124], Bishop and Dupuis [125], and Heijmen, Moszyński
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et al. [154], along with subsequent research [126, 155, 156]. These differences complicate
the analysis of the physical origin of the spectral changes influenced by intermolecular
interactions.

To address this limitation, this chapter introduces the theoretical framework for the
novel computational tool developed by me and my coworkers: Infrared Spectra Decom-
position Analysis (IRS-DA). Unlike traditional energy decomposition analysis (EDA) fo-
cused on complex stability, IRS-DA enables direct correlation of spectral changes with spe-
cific intermolecular interaction types (electrostatics, exchange, induction, dispersion). This
allows for a more direct understanding of how these interactions affect the observed spec-
tral features. The interpretative power of IRS-DA is subsequently demonstrated through its
application to specific halogen-bonded systems. This novel method builds upon my group
associates’ previous work on the physical origin of nuclear relaxation contributions to the
polarizability (αnr) of molecular complexes [129, 149, 157]. A fundamental understanding
of αnr is essential for the derivation of the IRS-DA method. The polarizability describes
a molecule’s susceptibility to polarization in the presence of an external electric field. The
total polarizability (αtot) comprises two main components: electronic (αel) and nuclear
relaxation (αnr) contributions [158, 159]:

αtot ≈ αel + αnr (5.1)

The αel describes the pure electronic response of the molecule’s electron cloud to an ex-
ternal electric field at its equilibrium geometry. In contrast, αnr arises from the change in
the electronic energy caused by the field-induced distortion of the molecules’s equilibrium
geometry. While calculating αel is computationally feasible for small and medium-sized
molecules using accurate ab initio methods, obtaining αnr is more demanding. It requires
either field-dependent optimizations maintaining the Eckart conditions [160, 161] or the
calculation of the Hessian and first derivatives of the dipole moment with respect to the
nuclear coordinates [158]. Both approaches are computationally expensive. Consequently,
it is common to compute only the electronic contribution to polarizability. However, re-
cent studies have emphasized the importance of the nuclear relaxation contribution to the
polarizability in understanding the total polarizability of molecular complexes [130, 149,
157, 162]. The electronic polarizability, can be calculated from Equation 2.17, using the
Hellman-Feynman theorem:

αel = −∂2Eel(0)(F)

∂F2
(5.2)

While this derivative can be efficiently calculated using the standard Finite Field (FF)
method (Equation 2.18), obtaining the nuclear relaxation term requires a different ap-
proach. Unlike the standard FF method where nuclei are fixed, αnr calculations involve
allowing the geometry to relax in response to the applied electric field. This relaxation,
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which should be evaluated while maintaining the Eckart conditions, leads to a new equi-
librium geometry that incorporates the field’s influence. The polarizability obtained in this
scenario reflects the combined effect of electronic response and nuclear relaxation. Un-
like in Eq 2.18, to compute this property the electronic energy of a chemical system at a
field-dependent relaxed equilibrium geometry under a static and uniform electric field is
defined, denoted with the superscript r, as a Taylor expansion series on the electric field
intensity:

Eel(r)(F) = Eel(r)(0) +

(
∂Eel(r)(F)

∂F

)
F+

1

2!

(
∂2Eel(r)(F)

∂F2

)
FF... (5.3)

where the total polarizability can be written as:

αtot = −∂2Eel(r)(F)

∂F2
(5.4)

The procedure to obtain αtot requires the determination of optimized field-dependent ge-
ometries in the subspace of the vibrational 3N-6(5) coordinates. Therefore, the rotations
and translations of the molecular geometry should be avoided during the field-dependent
optimizations, which could be achieved with the proper application of Eckart conditions
[158, 163, 164]:

∑
i

mi(ai × ri) = 0 (5.5)

where ri is the vector from the center of mass of the system to atom i in the field-dependent
equilibrium geometry, ai is the field-free equilibrium value of that vector, and mi is the
atomic mass. Then, the field-dependent geometry optimization may be carried out by the
following procedure:

1. Using any standard quantum chemistry program a complete optimization of the field-
free geometry is performed.

2. At this geometry, three rotations (two for linear molecules) and three translational
Eckart coordinates are constructed.

3. A set of variable coordinates is read as input. These coordinates may be of any type
(internal, normal, etc.) and any number from one to 3N-6(5).

4. The input coordinates expressed in terms of mass-weighted Cartesian displacements
are orthogonalized to the field-free translations and rotations.

5. A field-dependent geometry optimization is performed in this subspace of orthogo-
nalized coordinates. This step can be performed using the Broyden, Fletcher, Gold-
farb, and Shanno (BFGS) method [165–168].
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Following the field-dependent geometry optimization for the nuclei, the FF method is
employed again. This time, its use will provide the combined electronic and nuclear relax-
ation contributions to the polarizability. Subtracting the previously obtained electronic con-
tribution from this value yields the isolated nuclear relaxation contribution. Furthermore,
when orthogonalizing the coordinates of the system, the methodology allows the isolation
of the nuclear relaxation contribution to the polarizability for a specific vibrational mode
a. Then, αnr

a is obtained by performing the field-dependent geometry optimization within
the subspace defined solely by the vibrational mode of interest.

Having established the method for calculating the nuclear relaxation contribution for
a specific vibrational mode, I now delve into the development of the IRS-DA method it-
self. The analytical expression of the average nuclear relaxation contribution for a given
vibrational mode a is given by:

αnr
a =

1

3ω2
a

[(
∂µx

∂Qa

)2

+

(
∂µy

∂Qa

)2

+

(
∂µz

∂Qa

)2
]

(5.6)

where ωa is the vibrational harmonic frequency of the mode a, µx, µy and µz are the
Cartesian components of the molecular electric dipole moment, and Qa denotes the normal
mode coordinate a. The IR intensity for vibrational mode a can be expressed as:

Ia =
Nπ

3c2

[(
∂µx

∂Qa

)2

+

(
∂µy

∂Qa

)2

+

(
∂µz

∂Qa

)2
]

(5.7)

where N corresponds to Avogadro’s number, and c denotes the speed of light. Interestingly,
both properties depend on the square of the first derivative of the dipole moment µ with
respect to the normal mode Qa. By combining these equations, it is obtained:

αnr
a =

c2

Nπ
× Ia

ω2
a

(5.8)

Equation 5.8 relates the nuclear-relaxation polarizability for a specific vibrational mode
to the ratio between the IR intensity and the square of the frequency of that vibrational
mode. Based on the previous demonstration, αnr

a can be computed as a second derivative
of the field-dependent electronic energy, i.e. Equation 5.4. My coworkers and I have
previously shown the use VP-EDS method to decompose this property [129], although
any decomposition scheme (ETS-NOCV, ALMO-EDA, etc.) can be used. Thus, Equation
5.8 allows for the partitioning of the ratio between the IR intensity and the square of the
frequency of any vibrational mode. However, this Thesis is devoted to the study of halogen
bonding and its influence on the spectroscopic properties of dyes. Consequently, similar
to the interaction energy, the excess (interaction-induced) property (∆P ) of the molecular
complexes, i.e. the change of a property due to the intermolecular interactions, can be
described as:
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∆P = PAB − [PA + PB] (5.9)

where AB refers to the complex formed by the subsystems A and B. Combining Equation
5.8 and Equation 5.9 leads to the following expression for the excess nuclear relaxation
polarizability for a given vibrational mode a:

∆αnr
a =

c2

Nπ
×∆

(
Ia
ω2
a

)
(5.10)

The corresponding expression for each interaction type, i, when an EDA is applied to the
nuclear relaxation polarizability is given by:

∆αnr,i
a =

c2

Nπ
×∆

(
I ia
ω2,i
a

)
(5.11)

Equation 5.11 enables interpreting the simultaneous change in the IR intensity and the
vibrational frequency upon the formation of a complex in terms of the interaction types,
using the procedure previously developed to decompose the excess nuclear relaxation po-
larizability. Consequently, this approach allows the quantitative analysis of the physical
terms’ contribution to the ratio between IR intensity and the square of the frequency in-
duced upon the formation of a molecular complex AB.

∆

(
I ia
ω2,i
a

)
=

I ia
ω2,i
a

(AB)− I ia
ω2,i
a

(A)− I ia
ω2,i
a

(B) (5.12)

Commonly, for the molecular modes, only one of the subsystems of the complex, i.e., A or
B is responsible for the studied vibrational mode a. Thus, only one subtraction to the IR
band of the complex is needed. On the other hand, for the purely intermolecular modes,
neither A nor B is responsible for the studied vibrational mode a, and therefore no subtrac-
tion to the IR band of the complex is needed. Furthermore, two possible limiting cases
arise when applying Equation 5.12: (a) constant transition intensity or (b) constant tran-

sition frequency. The former is not practically useful as the relation ∆ωi
a ∼

√
1/∆αnr,i

a

does not permit the direct decomposition of frequency changes using the decomposition of
∆αnr

a . However, if the frequency change for a particular vibrational mode upon complex
formation is negligible, then the decomposition of ∆Ia from the corresponding decompo-
sition of the αnr

a can be directly obtained:

∆I ia =
Nπω2

a

c2
×∆αnr,i

a (5.13)

This equation facilitates the direct decomposition of the changes in IR intensity for a spe-
cific vibrational mode during complex formation into various interaction types, enabling
a physical understanding of the variations in IR spectra caused by intermolecular interac-
tions.
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The protocol I used in this chapter for applying the developed method for decomposing
the changes in the IR spectrum of molecular complexes into physical terms to real cases,
such as pyr:C6F5X complexes, is schematically illustrated in Figure 5.2.

Figure 5.2: Protocol applied for the decomposition of the changes in the IR intensity in-
duced by halogen bonding into physical terms.

The first step of the protocol involved the field-free equilibrium geometries optimiza-
tion of the studied complexes applying tight convergence criteria (10−11 Hartree and 10−9

Hartree Bohr−1 for energy and gradients, respectively) employing the MP2 method [169]
in combination with the aug-cc-pVDZ basis set [142, 143]. For the heavy atoms (bromine
and iodine), the corresponding effective core potential (aug-cc-pVDZ-PP) to account for
scalar relativistic effects was included [144]. I evaluated the Hessian to verify that the op-
timized geometries correspond to true energy minima. All field-free computations were
performed using the Gaussian program [145].

To decompose the field-free interaction energy into terms with clear physical interpre-
tation, I applied the VP-EDS method at the MP2 level of theory using a modified version of
the GAMESS (US) program [147]. After optimization and Hessian evaluation of the equi-
librium geometries of the complexes, I identified and selected several vibrational modes
to be analyzed using the IRS-DA approach. I carried out the field-dependent restricted
geometry optimizations using custom computer programs based on the electronic ener-
gies and gradients obtained with the Gaussian program, enforcing again tight convergence
thresholds [161]. I calculated the nuclear relaxation polarizability using the FF method
and applied the VP-EDS method to decompose it into terms with physical origin using a
modified in-house version of the GAMESS (US) program.

To demonstrate the interpretive power of the above-described scheme I applied this pro-
tocol and analyzed the IR intensity changes upon formation of halogen-bonded complexes
formed by pyridine (pyr) and perfluorohaloarenes, such as C6F5Cl, C6F5Br, or C6F5I. The
structure of the complexes is shown in Figure 5.3, where the nitrogen in the pyridine acts
as the halogen bond acceptor and the halogen (Cl, Br, or I) of the perfluorhaloarene acts as
the halogen bond donor. The selection of these complexes for this study was driven by sev-
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eral key considerations. Firstly, compatibility with infrared spectroscopic measurements
was crucial. The far-infrared spectra of these systems allow us to validate my compu-
tational results. Secondly, the structural similarity to A- series dyes studied in previous
chapters (Figures 4.2) played a significant role. This shared motif (pyridine interacting
with a perfluorohaloarene) facilitates comparisons and strengthens the connection between
this chapter and the previous one. Finally, the size of these complexes enables the applica-
tion of the VP-EDS method at the computationally efficient MP2 level of theory, adhering
to the methodology outlined above.

Figure 5.3: Equilibrium geometries of pyr:C6F5X complexes computed at the MP2/aug-
cc-pVDZ-PP level of theory.

The structural features of pyr:C6F5X complexes exhibit interesting similarities to the A
and B complexes containing C6F5X molecules. Notably, the pyr:C6F5I complex displays
the typical linear C–I· · ·N bond angle of 180◦ and a halogen bond distance of 2.739 Å.
As the electronegativity of the halogen atom increases (I < Br < Cl), the bond strength
weakens. This weakening is manifested by a deviation from linearity in the C–X· · ·N
bond angle and a corresponding increase in the intermolecular interaction distance. The
C–X· · ·N bond angles and bond distances for pyr:C6F5Br and pyr:C6F5Cl are 174◦ and
2.770 Å, and 162◦ and 2.929 Å, respectively.

The interaction energies between pyridine and C6F5X molecules were computed at the
MP2/aug-cc-PVDZ level of theory. The results, -7.75 kcal/mol (pyr:C6F5I), -5.07 kcal/mol
(pyr:C6F5Br), and -3.07 kcal/mol (pyr:C6F5Cl), support the observed weakening trend in
halogen bonding with increasing halogen electronegativity. This weakening is reflected
both in geometry and the interaction energy values.

Further analysis involved the decomposition of the interaction energy (∆E) for the
pyr: C6F5X complexes. Figure 5.4 and Table S6.5 present the interaction energies and
their components for (a) the A-3:C6F5X complexes studied in the previous chapter and (b)
the corresponding pyr:C6F5X complexes. The partitionings are ordered according to the
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increasing value of the total interaction energy. As mentioned earlier, the decomposition
of the interaction energy for the larger A–3:C6F5X complexes from the previous chapter
was done at the Hartree-Fock (HF) level due to computational limitations. In contrast, the
partition of the interaction energy for the pyr:C6F5X could be performed at the MP2 level.
For pyr:C6F5X complexes, the MP2 correlation term (∆EMP2

corr) has been further partitioned
according to Equation 2.6 into the second-order electron correlation correction to the first-
order electrostatic interaction (ε(12)el,r ), dispersion (ε(20)disp), and the remaining second-order
electron correlation effects (∆E

(2)
ex ) terms.

Figure 5.4: Partitioning of the interaction energy (∆E) for the (a) A-3:C6F5X and (b)
pyr:C6F5X complexes at the equilibrium geometries at the MP2/aug-cc-pVDZ-PP level of
theory. The black dots combined with black lines indicate the total interaction energy.

Comparing the partitioning of ∆E for A-3 and pyr complexes reveals a similar pattern
on the relative weight of the HF contribution terms. Furthermore, the decomposition of the
interaction energy of pyr:C6F5X is very similar across the different halogen bond atoms
(X = Cl, Br, and I), with the only significant difference found in the magnitude of the con-
tributions. A deeper look into the results unveils a significant destabilizing contribution
from the exchange-repulsion term for all complexes. However, this is counterbalanced by
the combined effect of the electrostatic and delocalization terms. At the uncorrelated level
(without considering electron correlation), this balance results in a very weak predicted
binding (Table S6.5). Therefore, the same conclusions can be obtained from these results
compared to the analysis of the decomposition of ∆E for A and B-series dyes. Notably, it
highlights the crucial role of electron correlation effects (∆EMP2

corr), particularly the disper-
sion term (ε(20)disp), in governing the observed stability of these halogen-bonded systems.
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To investigate this further, I conducted a comprehensive analysis exploring the relation-
ship between the VP-EDS terms obtained for the ∆E decomposition of each A-3:C6F5X
complex with their corresponding pyr:C6F5X complexes in each set. I calculated the linear
correlation between the contributing terms to the interaction energies for the three pairs:
pyr:C6F5Cl vs. A-3:C6F5Cl, pyr:C6F5Br vs. A-3:C6F5Br, and pyr:C6F5I vs. A-3:C6F5I.
The results of this analysis are presented in Figure 5.5. The contributions to the interaction
energy of pyr:C6F5X have been depicted in the y-axis, and the contributions to the interac-
tion energy of A-3:C6F5X have been depicted in the x-axis. The analysis reveals a strong
linear correlation for all three pairs of halogen-bonded complexes. The correlation coeffi-
cient (R2) strengthens progressively from 0.9771 for the Cl-containing systems to 0.9972
for Br and to 0.9977 for I. This trend suggests that the partitioning of the interaction energy,
and consequently, the underlying physical origin of the interaction, becomes increasingly
similar as the strength of the halogen bond increases. The strong linear correlations ob-
served in Figure 5.5 establish a clear connection between the partitioning of the interaction
energy for A-3:C6F5X and pyr:C6F5X.

Figure 5.5: Linear regressions between interaction-type contributions for the interaction
energy of A-3:C6F5X complexes and the corresponding terms of interaction energy of
pyr:C6F5X complexes. Energies are given in kcal/mol.

This finding aligns with previous work by my group associates [13, 129], suggesting
that the nature of halogen bonding exhibits minimal dependence on the specific chemi-
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cal composition of the interacting molecules. Furthermore, similar analyses performed on
different pyr:C6F5X complexes (pyr:C6F5Cl vs. pyr:C6F5I, pyr:C6F5Br vs. pyr:C6F5I,
and pyr:C6F5Cl vs. pyr:C6F5Br) yielded comparable results (Figure S6.5). These ad-
ditional analyses support the conclusion that the partitioning of interaction energy, and
consequently, the underlying physical origin of the interaction, remains largely unchanged
across various halogen-bonded systems within the pyr:C6F5X family.

Following the results obtained from calculations, the changes in IR spectra for pyr:C6F5Cl,
pyr:C6F5Br, and pyr:C6F5I induced by halogen bonding are displayed in Figure 5.6.

Figure 5.6: Difference IR spectrum obtained by subtracting the simulated IR spectra of
pyridine and C6F5X from the IR spectrum of pyr:C6F5X complex, as well as the displace-
ments of (a) the intermolecular vibrational stretching mode (ν int

a ), (b) the C-X stretching
mode of C6F5I, which involves a change the halogen bond distance (νC−X

b ), (c) one local
vibrational mode of C6F5I (νC6F5I

c ) and (d) one local vibrational mode of pyridine (νpyr
c ).

The top panel is for X=Cl, the middle panel is for X=Br, and the bottom panel is for X=I.
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The analysis reveals significant changes in the IR spectra of the subsystems upon com-
plex formation. I have centered the focus on the IRS-DA analysis of four representative
bands attributed to a) the intermolecular vibrational mode (ν int

a ), b) the C–X stretching,
which involves a direct change in the halogen bond distance (νC-X

b ), and two vibrational
modes that involve movements of the atoms of only one monomer: c) a distortion of the
ring of the C6F5X (νC6F5X

c ), and d) a rocking in-plane bending of the hydrogens of the
pyridine (νpyr

d ). The advantage of studying these three systems is that they share the same
vibrational modes, facilitating a detailed IRS-DA analysis to gain a comprehensive under-
standing of the interaction across varying halogen bond strengths.

The mode ν int
a is exclusive to the complex and is attributed to the halogen bonding.

Therefore, the analysis of the physical origin of ∆I for this band will be performed in the
first place. The remaining three vibrational modes share two main characteristics: there is
a significant change in the band intensity, and the frequency shifts upon complex formation
are modest. This behavior, in accordance with Eq. 5.13, allows for a straightforward de-
composition of the observed changes in IR intensity for these bands. However, it’s crucial
to note that the first two modes (intermolecular vibration and C–X stretching) are distinct
from the latter two in terms of their impact on halogen bonding. The significant variations
in halogen bond distance observed with the ν int

a and νC-X
b vibrational modes suggest they

directly influence the intermolecular interaction. In contrast, the C6F5X ring distortion
(νC6F5X

c ) and pyridine hydrogen rocking (νpyr
d ) modes likely play a less direct role in the

interaction due to their minimal impact on the halogen bond distance.

Figure 5.7: Partitioning of the excess IR intensity (∆I) of (a) the intermolecular vibra-
tional stretching mode (ν int

a ), (b) the C–X stretching νC−X
b ), (c) the distortion of the ring

of the C6F5X (νC6F5X
c ), and (d) the rocking in-plane bending of the hydrogens of the pyri-

dine (νpyr
d ) for the pyr:C6F5X complexes at the equilibrium geometries at the MP2/aug-

cc-pVDZ-PP level of theory. The black dots combined with black lines indicate the total
excess IR intensity.
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The partitioning of the changes in the IR intensity for a) the intermolecular vibrational
mode (ν int

a ), b) C–X stretching vibration (νC-X
b ), c) C6F5X ring distortion (νC6F5X

c ), and d)
pyridine hydrogen rocking (νpyr

d ) of the three pyr:C6F5X complexes is presented in Figure
5.7 and Table S6.5.

The analysis of the ∆I partitioning for the ν int
a (Figure 5.7a) reveals trends similar to

those observed for interaction energy. The largest changes in IR intensity occur in the
complex with C6F5I, and the intensity decreases as the electronegativity of the halogen
atom increases from I to Cl.

The similar trends between ∆E and ∆Ia are further supported by the linear correlation
analysis presented in Table 5.1. The high R2 value of 0.93 indicates a strong linear rela-
tionship between these two properties across the three complexes. This finding suggests
a close link between the strength of the halogen bond and the intensity changes observed
in the intermolecular vibrational mode. The strong correlation observed between interac-
tion energy and change in IR intensity extends to all four investigated vibrational modes.
The lowest R2 value is 0.88, indicating a significant linear relationship in each case. This
correlation observed for all the vibrational modes strongly confirms that the strength of
the halogen bond directly influences the changes in IR intensity across these vibrational
modes.

The partitioning of the IR intensity for the intermolecular vibrational mode for each
complex mirrors the decomposition of ∆E for their corresponding complex. The strong
linear correlation between the decomposed terms of ∆E and ∆Ia with R2 > 0.89, suggests
that both properties share a common underlying physical origin. This correlation strength-
ens as the intermolecular interaction intensifies, reaching its peak for the pyr:C6F5I com-
plex.

Table 5.1: Coefficient of determination (R2) of the linear fits between the excess IR inten-
sity contributions and interaction energy contributions for the three pyr:C6F5X complexes
for each vibrational mode.

Vibrational Mode pyr:C6F5Cl pyr:C6F5Br pyr:C6F5I
ν int
a 0.89 0.93 0.93

νC−X
b 0.78 0.89 0.88

νC6F5X
c 0.57 0.62 0.08
νpyr
d 0.76 0.41 0.22

The parallelism between the contribution of each of the terms to the two properties
highlights the influence of halogen bonding on the IR spectra. Specifically, the changes in
the IR intensity for ν int

a are associated with a dominant exchange-repulsion contribution,
although electrostatic and delocalization terms partially counterbalance this term, leading
to a low stabilizing energy at the HF level. Consequently, taking into account electron
correlation effects, such as dispersion, is crucial to understanding the IR intensity of these
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vibrational modes of molecular complexes formed by halogen bonding. Interestingly, the
relative weight of the dispersion contribution diminishes as the halogen atom’s electroneg-
ativity increases, aligning with the observed trends in ∆E (Table S6.5).

Similarly, strong linear correlations between the decomposition terms of ∆E and ∆I

for the νC-X
b band of pyr:C6F5Br and pyr:C6F5I are observed too (Table 5.1). In contrast, a

weaker linear correlation for C6F5Cl can be found, potentially due to the significant devia-
tion of the C–X · · ·N angle from 180◦, which decreases the coupling of the νC-X

b vibration
with the halogen bond distance. It is interesting to notice that, although the partitioning
of ∆I for the ν int

a and νC-X
b bands correlates with the decomposition of ∆E for each sys-

tem, they present interesting differences, as it can be seen in Figure 5.7b. Similar to ν int
a ,

the ∆I partitioning for the C–X stretching vibration shows contributions from electrostatic
and delocalization terms that increase the IR intensity, partially counterbalanced by an
exchange-repulsion term that decreases it. However, unlike ν int

a , the dominant contributor
to ∆I is the electrostatic term rather than the exchange-repulsion term. In fact, the analysis
suggests that the ∆I change for the C–X stretching vibration can be reliably predicted by
the electrostatic term alone due to the cancellation of the opposing contributions from other
terms (Table S6.5). Consequently, the results show that for this type of vibrational mode,
the electron-correlation contributions do not play a pivotal role and the changes in the IR
intensity can be explained at the HF level.

Finally, the analysis of the partition for the changes in the IR intensity for νC6F5X
c and

νpyr
d vibrational modes leads to different results. While strong linear correlations are ob-

served between the total changes in interaction energy and ∆I for these modes (see Ta-
ble 5.1), their decompositions differ significantly from the other vibrational modes. This
difference is attributed to the fact that νC6F5X

c and νpyr
d do not induce significant changes in

the halogen bond interaction. In contrast, ν int
a and νC-X

b are directly involved in the change
of the halogen bond length. Consequently, the partitioning of their change in the IR in-
tensity across the complexes varied considerably (Table 5.1). The different decomposition
of the change in the IR intensity of each pyr:C6F5X complex for these two vibrational
modes makes it difficult to give a general analysis. For instance, the predominant contribu-
tion for νC6F5Br

c , νC6F5Cl
c , and νC6F5I

c is ∆I
(10)
el , ∆IHL

ex , and ∆IHF
del , respectively. The notable

differences between different systems lead to a weak correlation between the decomposi-
tion terms of ∆E and ∆Ia. This finding suggests that the IR intensity changes observed
in these modes upon complex formation do not share a common underlying physical ori-
gin with the interaction energy itself. The results obtained from this work highlight the
power of the Infrared Spectra Decomposition Analysis method. It allows for the determi-
nation of strong correlations between ∆I partitioning and ∆E decomposition for modes
that significantly impact the halogen bond distance (e.g., intermolecular vibration and C–X
stretching). However, no such correlation is found for other vibrational modes analyzed in
this study.
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To assess the broader applicability of these findings, I conducted an IRS-DA analysis
on two small halogen-bonded systems (HCN:BrF and HCN:IF) and three small hydrogen-
bonded complexes (HCN:HCl, HCN:HNC, and HCN:HCN). The decomposition of ∆E

and ∆I for three vibrational modes of each system was performed. Similar to the statistical
analysis of pyr:C6F5X complexes, a strong linear correlation (R2 > 0.83) exists between
the decomposition terms of ∆I and ∆E for the intermolecular stretching modes across
all five complexes. However, for the local vibrational modes, such a linear correlation is
typically not found, as indicated by coefficients of determination (R2) ranging between
0.20 and 0.80.

Overall, the results obtained from these diverse systems support the conclusions drawn
for pyr:C6F5X and solidify the effectiveness of IRS-DA. This methodology offers a power-
ful tool for deciphering the connection between intermolecular interactions and the result-
ing changes in spectroscopic signatures. Notably, IRS-DA’s ability to differentiate between
the behavior of different vibrational modes further highlights its interpretative power.
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CHAPTER 6

Conclusions

The research presented in this dissertation aimed to increase the understanding of inter-
molecular interactions and their effects on the spectroscopic properties of organic dyes.
Specifically, the results of this thesis are split into two main blocks: (a) The computational
analysis of the stability of halogen bonding in complexes formed by BF/BF2 dyes and per-
fluorohaloarenes, and the assessment of the impact of the halogen bond on the photophysi-
cal properties of the dyes. And (b) the development and application of a new methodology
to determine the physical origin of spectral changes in infrared spectra upon the formation
of molecular complexes composed of the same heterocyclic moiety as in studied dyes.

In the first block, I performed theoretical studies of novel boron-containing probes in-
teracting with perfluorohaloarenes through halogen bonding at a nitrogen atom and exam-
ined the photophysical properties of these complexes. Analysis of the electronic structures
of two investigated series of dyes revealed significant patterns. In particular, the interaction
between perfluorohaloarenes and boron-containing dyes at the pyridine ring, located out-
side the charge transfer (CT) pathway, led to modifications in the photophysical properties
of the dye. Thermodynamic studies showed that, under the experimental conditions, the
only halogen bond complexes formed involved any dye of series A and C6F5I. These com-
plexes exhibited a slight redshift in absorption maximum wavelength and a substantial red-
shift in emission maximum wavelength, which were attributed to the pull effect of halogen
bonding on the electron density of the dyes, thereby increasing CT along the conjugated
systems. The second set of boron-containing dyes featured two halogen bond acceptor
sites: one located within the CT pathway and another close to the boron-center electron
acceptor group outside the CT pathway. NMR measurements and thermodynamic stud-
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ies confirmed that only complexes involving the dyes of series B and C6F5I were formed.
However, due to the proximity of the halogen bond acceptor sites to the boron-center elec-
tron acceptor group, the strength of the intermolecular interactions was lower than in the
previous set of dyes A. Despite these weaker interactions, computational investigations
into the impact of halogen bonding on different acceptor sites within dyes B revealed dis-
tinct trends in photophysical properties. Specifically, complexes where the halogen bond
was situated near the boron group, outside of the charge transfer (CT) pathway, exhibited
characteristic shifts in absorption and emission wavelengths. These shifts, namely a small
redshift in absorption maximum wavelength and a significant redshift in emission maxi-
mum wavelength, aligned well with experimental data. This feature was assigned to the
effect of the halogen bonding on the electron density distribution within the dyes, which
facilitates the CT process, in agreement with the observed effects in dyes of series A.

In the second block, a novel methodology to decompose changes in IR spectrum inten-
sity upon complex formation into terms of intermolecular interaction energy components
(electrostatic, exchange, induction, dispersion) was developed and applied. The develop-
ment of this method was based on the relation between the analytical expression of the
nuclear relaxation polarizability and IR intensity, taking into account that both depend on
the second derivative of the energy with respect to the normal coordinates. Consequently,
a direct relationship was established between changes in both properties for a specific vi-
brational mode caused by an intermolecular interaction. This approach enabled the de-
composition of changes in IR intensity due to intermolecular interactions into terms with
different physical origin through energy decomposition analysis. Applying this method to
real systems led to interesting conclusions, including establishing linear correlations be-
tween the interaction energy and the change in IR intensity of the studied normal mode
bands. The variational-perturbational energy decomposition scheme (VP-EDS) was em-
ployed to decompose intermolecular interaction energies and changes in IR intensity upon
complex formation into terms with different physical origin. A linear correlation between
contributing physical terms to the interaction energy of the complexes and contributing
physical terms to the total change in IR intensity of vibrational modes that involve signif-
icant changes in the intermolecular bond distance was found, suggesting that the physical
origin of the interaction energy and the changes in the IR intensity for these vibrational
modes have the same physical origin. This conclusion was confirmed by studying a differ-
ent set of small hydrogen- and halogen-bonded complexes, which led to similar results.

In summary, the findings presented in this dissertation represent a significant step to-
wards understanding the impact of halogen bonding on the electronic and vibrational spec-
troscopy of organic dyes, facilitating the development of new compounds and materials
with diverse applications in various scientific fields.
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[36] A. M. Grabarz, B. Jędrzejewska, A. Skotnicka, N. A. Murugan, F. Patalas, W.
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[37] B. Jędrzejewska, A. Skotnicka, A. D. Laurent, M. Pietrzak, D. Jacquemin, B. Ośmi-
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[44] A. M. Grabarz, A. D. Laurent, B. Jędrzejewska, A. Zakrzewska, D. Jacquemin, B.
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[135] G. Chałasiński, M. Szcześniak. On the Connection Between the Supermolecular
Møller-Plesset Treatment of the Interaction Energy and the Perturbation Theory of
Intermolecular Forces. Mol. Phys. 1988, 63, 205-224.

90



Bibliography

[136] S. Kozuch, J. M. L. Martin. Halogen Bonds: Benchmarks and Theoretical Analysis.
J. Chem. Theory Comput. 2013, 9, 1918-1931.

[137] L. P. Wolters, P. Schyman, M. J. Pavan, W. L. Jorgensen, F. M. Bickelhaupt, S.
Kozuch. The Many Faces of Halogen Bonding: a Review of Theoretical Models
and Methods. WIREs Comput. Mol. Sci. 2014, 4, 523-540.

[138] S. Grimme, L. Goerigk, R. F. Fink. Spin-Component-Scaled Electron Correlation
Methods. WIREs Comput. Mol. Sci. 2012, 2, 886-906.

[139] S. Grimme. Improved Second-Order Møller-Plesset Perturbation Theory by Sepa-
rate Scaling of Parallel- and Antiparallel-Spin Pair Correlation Energies. J. Chem.

Phys. 2003, 118, 9095-9102.

[140] W. Romberg. Vereinfachte Numerische Integration. DKNVS Forhandlinger Bd.

1955, 28, 30-36.

[141] H. S. Yu, X. He, S. L. Li, D. G. Truhlar. MN15: A Kohn-Sham Global-Hybrid
Exchange-Correlation Density Functional with Broad Accuracy for Multi-Reference
and Single-Reference Systems and Noncovalent Interactions. Chem. Sci. 2016, 7,
5032-5051.

[142] R. A. Kendall, J. Dunning, R. J. Harrison. Electron Affinities of the First-Row Atoms
Revisited. Systematic Basis Sets and Wave Functions. J. Chem. Phys. 1992, 96,
6796-6806.

[143] D. E. Woon, J. Dunning. Gaussian Basis Sets for Use in Correlated Molecular Calcu-
lations. III. The Atoms Aluminum Through Argon. J. Chem. Phys. 1993, 98, 1358-
1371.

[144] K. A. Peterson. Systematically Convergent Basis Sets with Relativistic Pseudopo-
tentials. I. Correlation Consistent Basis Sets for the Post-d Group 13-15 Elements.
J. Chem. Phys. 2003, 119, 11099-11112.

[145] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R.
Cheeseman, G. Scalmani, V. Barone, G. A. Petersson, H. Nakatsuji, X. Li, M. Car-
icato, A. V. Marenich, J. Bloino, B. G. Janesko, R. Gomperts, B. Mennucci, H. P.
Hratchian, J. V. Ortiz, A. F. Izmaylov, J. L. Sonnenberg, D. Williams-Young, F.
Ding, F. Lipparini, F. Egidi, J. Goings, B. Peng, A. Petrone, T. Henderson, D. Ranas-
inghe, V. G. Zakrzewski, J. Gao, N. Rega, G. Zheng, W. Liang, M. Hada, M. Ehara,
K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H.
Nakai, T. Vreven, K. Throssell, J. A. Montgomery, J. E. Peralta, F. Ogliaro, M. J.
Bearpark, J. J. Heyd, E. N. Brothers, K. N. Kudin, V. N. Staroverov, T. A. Keith, R.

91



Bibliography

Kobayashi, J. Normand, K. Raghavachari, A. P. Rendell, J. C. Burant, S. S. Iyengar,
J. Tomasi, M. Cossi, J. M. Millam, M. Klene, C. Adamo, R. Cammi, J. W. Ochter-
ski, R. L. Martin, K. Morokuma, O. Farkas, J. B. Foresman, D. J. Fox. Gaussian-16
Revision C.01, 2016. Gaussian Inc. Wallingford CT.

[146] H.-J. Werner, P. J. Knowles, G. Knizia, F. R. Manby, M. Schütz. Molpro: a General-
Purpose Quantum Chemistry Program Package. WIREs Comput. Mol. Sci. 2012, 2,
242-253.

[147] M. W. Schmidt, K. K. Baldridge, J. A. Boatz, S. T. Elbert, M. S. Gordon, J. H.
Jensen, S. Koseki, N. Matsunaga, K. A. Nguyen, S. Su, T. L. Windus, M. Dupuis,
J. A. Montgomery Jr. General Atomic and Molecular Electronic Structure System.
J. Comput. Chem. 1993, 14, 1347-1363.

[148] R. Puttreddy, J. M. Rautiainen, S. Yu, K. Rissanen. NXON Halogen Bonds in Com-
plexes of N-Haloimides and Pyridine-N-oxides: A Large Data Set Study. Angew.

Chem. Int. Ed. 2023, 62, e202307372.

[149] M. Medved’, A. Iglesias-Reguant, H. Reis, R. W. Góra, J. M. Luis, R. Zaleśny. Par-
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Supplemental Data

Figure 6.1: The stacked 1H-NMR titration spectra of A-3 in C6F6 by addition of C6F5I.
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Supplemental Data

Figure 6.2: Equilibrium geometries of the A-series complexes of group 2 obtained at the
MN15/aug- cc-pVDZ(PP) level of theory.

Figure 6.3: Equilibrium geometries of the A-series complexes of group 3 obtained at the
MN15/aug- cc-pVDZ(PP) level of theory.
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Supplemental Data

Table 6.1: Intermolecular interaction energy (∆E, in kcal/mol) of A-series dyes computed
using DF-SCS-MP2 method and the aug-cc-pVDZ(PP) basis set.

C6F6 C6F5Cl C6F5Br C6F5I

A-1 -7.32 -10.7 -11.39 -12.56

A-2 -4.34 -3.28 -3.97 -6.32

A-3 -7.08 -2.33 -4.03 -6.41

A-4 -7.76 -8.95 -9.34 -9.92

A-5 -3.99 -2.38 -3.96 -6.28

A-6 -7.05 -2.41 -4.05 -6.43

A-7 -7.62 -8.25 -8.88 -10.32

A-8 -4.04 -2.32 -3.96 -6.21

A-9 -7.02 -2.38 -4.02 -6.42

Table 6.2: Partitioning of the interaction energy (∆E) of A-2:C6F5X, A-3:C6F5X,
A-4:C6F5X, and A-6:C6F5X complexes at the equilibrium geometries at the MP2/aug-cc-
pVDZ(PP) level of theory.

∆E
(10)
el ∆EHF

del ∆EHL
ex ∆EHF

int ∆ESCS−MP2
int

A-2:C6F5Cl -3.46 -0.91 5.11 0.74 -3.28

A-2:C6F5Br -9.17 -3.33 11.92 -0.59 -3.97

A-2:C6F5I -15.91 -6.94 20.63 -2.23 -6.32

A-3:C6F5Cl -3.42 -0.93 4.28 -0.07 -2.33

A-3:C6F5Br -9.29 -3.39 12.14 -0.55 -4.03

A-3:C6F5I -16.14 -7.08 21.09 -2.13 -6.41

A-4:C6F5Cl -7.93 -2.27 18.02 7.81 -8.25

A-4:C6F5Br -8.45 -2.51 19.40 8.44 -9.34

A-4:C6F5I -8.45 -2.77 20.32 8.47 -9.92

A-6:C6F5Cl -3.54 -0.99 4.35 -0.18 -2.41

A-6:C6F5Br -9.45 -3.48 12.34 -0.59 -4.05

A-6:C6F5I -16.14 -7.08 21.09 -2.18 -6.43
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Table 6.3: The computed 1H-NMR chemical shift in gas phase, C6F6 solvent, and C6F5I
solvent.

gas phase C6F6 (pcm) C6F5I (pcm)

H4 -0.14 -0.12 -0.10

H5 -0.03 -0.03 -0.04

H6 -0.01 -0.01 -0.02

H7 0.95 0.95 0.96

H8 0.41 0.36 0.31
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Figure 6.4: Equilibrium geometries of the π-stacking B:C6F5X complexes of group 2 ob-
tained at the MN15/aug- cc-pVDZ(PP) level of theory.
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Table 6.4: Partitioning of the interaction energy (∆E) of Bh:C6F5I and Bi:C6F5I com-
plexes at the equilibrium geometries at the MP2/aug-cc-pVDZ(PP) level of theory.

∆E
(10)
el ∆EHF

del ∆EHL
ex ∆EHF

int ∆ESCS−MP2
int

Bh-2:C6F5I -11.63 15.18 -4.85 -1.31 -6.40

Bh-3:C6F5I -11.40 15.14 -4.52 -0.77 -4.64

Bh-4:C6F5I -11.63 14.85 -4.55 -1.33 -4.43

Bh-5:C6F5I -8.29 11.42 -3.80 -0.67 -4.72

Bi-1:C6F5I -11.03 16.15 -4.56 0.56 -5.73

Bi-2:C6F5I -10.08 14.28 -4.22 -0.02 -5.72

Bi-3:C6F5I -9.79 14.69 -3.91 0.99 -5.09

Bi-4:C6F5I -9.99 14.89 -3.98 0.92 -5.17

Bi-5:C6F5I -10.56 15.63 -4.26 0.82 -5.40

Table 6.5: Partitioning of the interaction energy (∆E) of pyr:C6F5Cl, pyr:C6F5Br, and
pyr:C6F5I complexes at the equilibrium geometries at the MP2/aug-cc-pVDZ(PP) level of
theory.

pyr:C6F5Cl pyr:C6F5Br pyr:C6F5I

∆E
(10)
el -5.18 -11.00 -19.31

∆EHF
del -1.58 -4.17 -8.80

∆EHL
ex 7.16 14.81 26.08

∆EHF
int 0.40 -0.36 -2.03

∆E
(12)
el,r -0.55 -1.14 -1.80

∆E
(20)
dis -4.79 -6.80 -9.30

∆E
(2)
ex 1.86 3.24 5.38

∆EMP2
int -3.08 -5.06 -7.75
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Supplemental Data

Figure 6.5: Linear regressions between interaction-type contributions for the interaction
energy of pyr:C6F5Cl vs. pyr:C6F5I, pyr:C6F5Br vs. pyr:C6F5I, and pyr:C6F5Cl vs.
pyr:C6F5Br. Energies are given in kcal/mol.
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