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1. Introduction

Nobel Prize laureate Arthur Shawlow once stated, "Never measure anything but fre-
quency!". This principle is indeed correct, as frequency is by far the most accurately
measured physical quantity [1]. By locking the frequency of the free-running laser to an
external rigid Fabry-Pérot interferometer [2], so-called ultra-stable cavity, one can benefit
from the cavity’s length stability and obtain remarkable fractional frequency noise levels
below 10−16 in the mHz to Hz range [3–5]. As an indispensable element of the most
precise measuring systems, an optical cavity, used along with an optical atomic clock play
a significant role in various fundamental physics tests. These include searching for dark
matter using the global network of optical atomic clocks [6, 7], tests of the Lorentz invari-
ance violation on Earth [8–10] as well as in the outer space [11], setting constraints on the
quantum fluctuations amplitude [9, 12], detecting gravitational waves [13–15], searching
for exotic beyond the standard model (SM) particles [15, 16], potential SM violation with
ultra-narrow atomic transitions [17], and as a frequency reference for Very Long Baseline
Interferometry (VLBI) observations [18]. Currently, modern advanced technologies such
as precision radar-ranging systems [19] and deep-space navigation [20] also require ultra-
stable optical resonators. Moreover, an upcoming redefinition of a second will be based
on the optical narrow atomic transition where atoms are interrogated by a laser locked to
the ultra-stable cavity [21–24].

Over the years, significant efforts have been made to improve the performance of ultra-
stable cavities, including changing and optimizing the resonator’s geometry, choosing less
dissipative/noisy materials, lowering and stabilizing the residing temperature [25–30].
Furthermore, successfully mitigating technical noises allowed to reach the fundamental
thermal limit in the mHz-Hz frequency range [3], where the overall cavity performance
is limited by the internal material properties of the resonator’s components. Currently,
state-of-the-art table-top resonators and km-scale interferometers are limited by thermal
processes in the µm-thick layers of highly reflective Bragg coatings [31, 32]. Even though
many attempts have been made to reduce mechanical losses for existing SiO2/Ta2O5, such
as annealing [33, 34], doping [32, 35] or exploring new dielectric materials Al2O3 [36] and
GeO2 [37], none have significantly improved their dissipation factor (mechanical losses).
Recently, Al0.92Ga0.08As/GaAs crystalline coatings has demonstrated a promising tenfold
improvement in room temperature [38], but cryogenic performance in 124 K, 16 K, and 4 K
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CHAPTER 1. INTRODUCTION 6

does not confirm the expected loss angle value [4, 5]. Another promising project involves
using low-noise microstructured mirror coatings [39, 40] - however, despite optimistic
predictions of the mechanical loss values, they still show relatively low finesse F = 12000

for ultra-stable cavity performance and too much scattering for use in gravitational wave
interferometers [41].

As mentioned above, cavities are generally made of low-noise materials that exhibit
exceptionally low thermal expansion coefficient α (CTE). Therefore, one can categorize
optical resonators based on their operational temperature: where zero-crossing temper-
ature T0 of the CTE (defined as α(T0) = 0) are at room temperature (materials like
Zerodur [42] and ultra-low expansion (ULE) glass [43]) or way below 0 ◦C in a cryo-
genically cooled environment, like single-crystal silicon with two zero-crossing points at
∼123-124 K and ∼16-17 K [44]. Although sapphire has no zero-crossing points, its CTE is
extremely low at 4 K as well [45, 46]. Hence, the current trend in minimizing thermal noise
in state-of-the-art cavities focuses on lowering the operating temperature, where the CTE
tends towards zero as it approaches 0 K [44]. At the moment, the best cavities operate at
temperatures of 4 K, 16 K, and 124 K [4, 5]. The current status for the lowest operational
temperatures of the continuously used ultra-stable single-crystal silicon (SCS) cavity is
1.7 K [47] and 4 K [4, 5, 30]. Further temperature reduction to sub-kelvin levels (even
down to 20 mK) is underway [48]. However, improving the resonator’s performance may
introduce new technical challenges related to heat extraction from the cavity’s mirrors.
[48].

This dissertation mainly focuses on designing room-temperature ultra-stable cavities
equipped with thermal shields and vacuum housing to detect high-frequency gravitational
waves and low-frequency space-time fluctuations. Moreover, theoretical calculations were
performed to enhance the cavity’s sensitivity for the mentioned fundamental physics re-
search. The thesis is structured as follows:

• Chapter 2 presents the basic introduction of the Fabry-Pérot resonator working
scheme along with the Gaussian beam’s properties and behaviour. Next, the idea
of laser frequency locking, mainly Pound-Drever-Hall (PDH), will be presented.
The last important subsection is dedicated to frequency stability characterization,
covering typical quantities used to describe noise, such as Allan deviation σy(τ),
modified Allan deviation mod σy(τ), power spectral density (PSD) Sx(f), and the
relation between them.

• Chapter 3 shows the stability constraints of ultra-stable cavities, focusing mainly
on the cavity’s thermal noises, i.e. Brownian, thermoelastic and thermo-optic.
Additionally, single-crystal silicon and coatings mechanical losses are collected to
calculate the possible uncertainty of thermal noise evaluation using the fluctuation-
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dissipation theorem (FDT). The next subsection introduces the idea of using convex-
concave mirrors, including several examples of reducing thermal noises while main-
taining optically stable. Additionally, one subsection presents the issues emerging
in the cryogenic and extreme cryogenic (subkelvin) conditions. The final section fo-
cuses on using a NEXCERA spacer as a promising material for achieving the lowest
long-term frequency drift for the room temperature cavities. It also introduces using
fused silica (FS) and SCS substrates instead of ULE to reduce Brownian thermal
noises.

• Chapter 4 provides the complete design of the room temperature, 30 cm long ULE
cavity, and vacuum chamber design. Next, the room’s acoustic characteristics were
measured using speakers to identify and mitigate resonance modes of the room. In
the same room, seismic noises were measured using a millihertz seismometer. The
chapter also introduces the concept of the transfer function (TF) and measurements
of the disturbed beatnote signal between the strontium clock transition (698 nm)
laser, optical frequency comb (OFC) and the strontium cooling laser (689 nm).

• Chapter 5 proposes using an ultra-stable optical cavity as a resonant gravitational
wave detector. Firstly, it presents the theoretical background of gravitational waves
and the current status of potential gravitational radiation detectors and sources.
Then, the chapter demonstrates the working scheme of the detector, highlighting
possible limitations given by thermal noises and various potential sources. The final
section of the chapter discusses the current significant experimental constraints and
considerations for this design and proposal.

• Chapter 6 describes using an ultra-stable cavity system as a quantum fluctuation
detector. I use the best available ultra-stable cavities’ data to set more stringent
constraints on the quantum fluctuation amplitude.

• Conclusions is an overview of the main results of this work, including potential
future implementation of the designed ultra-stable room-temperature cavity.



2. Optical resonator and stability

2.1. Fabry-Pérot interferometer

The Fabry-Pérot resonator was developed at the end of the 19th century [49]. Since
then, it has demonstrated its indispensable role in numerous research fields from funda-
mental physics to modern technology applications. In the following section, we will briefly
introduce the essential properties and characteristics of the Fabry-Pérot operational prin-
ciple, which will be used throughout the rest of this thesis.

Figure 2.1: Simplified schemes of the Fabry-Pérot plane-parallel resonator illuminated by the
electromagnetic wave with the Ein complex amplitude. Blue, red, and green arrows indicate
reflected, gained/circulating and transmitted light, respectively. The round-trip decay (left)
and circulating-field (right) present two alternative approaches to describe the resonator’s static
response.

Assume that light with the complex amplitude Ein of a plane wave is incident on
the surface of the left mirror M1 from outside the Fabry-Pérot interferometer (see Fig.
2.2). Together with the second mirror M2 they form plane-parallel plates separated by a
distance L, simulating the simplest form of a Fabry-Pérot resonator. Fig. 2.1 illustrates
two possible methods to calculate the amplitude of reflected Eref , circulating Ecirc and
transmitted Etrans cavity light. First concept, often referred to as round-trip decay (as
shown in Fig. 2.1), focuses on studying the infinite number of reflections and transmis-
sions inside the resonator (for more details, see [50–52]). The factor e−iϕ (red arrows

8



CHAPTER 2. OPTICAL RESONATOR AND STABILITY 9

Figure 2.2: (Top left) Transmission T of the Fabry-Pérot resonator for five exemplary re-
flectances R in the function of free-spectral range (FSR). The highest presented value, R =

0.99999, shows typical performance for state-of-the-art coatings materials used in ultra-stable
cavities. (Top right) An individual mode shape for R = 0.99999 with the full-width at half
maximum νFWHM . In addition, reflection R (bottom left) and gain G (bottom right) for
the same parameters are presented for the comparison.

in Fig. 2.1) represents phase shift between each consecutive waves, built up within the
resonator length L. The phase coefficient is defined as ϕ = kL, where k = 2π/λ is the
wavenumber of the Ein and λ is the wavelength. We will derive the final formulas by
summing the amplitudes of the electric field inside the resonator, reflected and transmit-
ted. An alternative method employs the circulating-field technique, assuming constant
intensity, so-called steady state. In this approach, Ecirc is defined as the interference be-
tween light transmitted through M1 and the round-trip light that moves forward (into
M2), undergoing two reflections and phase shifts [53]. Regardless of the used approach,
we will obtain the same results for the following amplitude coefficients
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Eref = Einr1 − Ein
t21r2e

−2iϕ

1− r1r2e−2iϕ
,

Ecirc = Ein
t1e

−iϕ

1− r1r2e−2iϕ
,

Etrans = Ein
t1t2e

−iϕ

1− r1r2e−2iϕ
,

(2.1)

where the r1,2, t1,2 are the amplitude reflection and transmission coefficients for the mirror
1 and 2. The practical physical meaning is obtained by each amplitude squared. Hence,
the reflectance and transmittance are given by the following expressions R1,2 = r21,2 and
T1,2 = t21,2. This analysis assumes lossless mirrors, which simplifies the general formula
from R + T + Losses = 1 to R + T = 1. The final formulas for the intensity of the
reflected R (reflection), circulating G (gain) and transmitted T (transmission) light are
derived relative to the incident light intensity Iin in the following way:

R ≡ Irefl
Iin

=
|Erefl|2

|Ein|2
=

(
√
R1 −

√
R2)

2 + 4
√
R1R2 sin

2(ϕ)

(1−
√
R1R2)2 + 4

√
R1R2 sin

2(ϕ)
,

G ≡ Icirc
Iin

=
|Ecirc|2

|Ein|2
=

1−R1

(1−
√
R1R2)2 + 4

√
R1R2 sin

2(ϕ)
,

T ≡ Itrans
Iin

=
|Etrans|2

|Ein|2
=

(1−R1)(1−R2)

(1−
√
R1R2)2 + 4

√
R1R2 sin

2(ϕ)
.

(2.2)

According to Eq. 2.2 the maximum transmission and gain, along with minimum
reflection (it indicates the positive interference), require fulfilling the condition sinϕ = 0,
i.e. ϕ = mπ where m ∈ Z. This criterion in the frequency unit is formulated such that
half the wavelength must be an integer multiple m of the distance between the mirrors,
expressed as L = mλ/2n, where n is a refractive index. Therefore, for light, where c = νλ

(with c representing the speed of light, ν the light frequency, and λ the wavelength), an
important quantity is known as the free spectral range (FSR) of the cavity

νFSR =
c

2nL
, (2.3)

which is the frequency distance between two consecutive maxima, and lνFSR for l ∈ Z
gives a discrete set of possible longitudinal resonant frequencies. Fig. 2.2 presents the
transmission, reflection and gain for the Fabry-Pérot resonator for five exemplary re-
flectances (assuming equal reflectance on both mirrors R1 = R2 = R) in the function of
free-spectral range (FSR), calculated using Eq. 2.2. In Fig. 2.2 (top right), individual
mode shape is shown with the full width at half maximum νFWHM , which may be found
by finding the width of the transmission.

νFWHM =
c

2πnL

1−R√
R

. (2.4)
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An essential parameter characterizing the resonator is the so-called finesse, which is
the ratio of free-spectral range νFSR to the linewidth νFWHM

F ≡ νFSR

νFWHM

= π

√
R

1−R
. (2.5)

According to Fig. 2.2, the highest presented value of the reflectance R = 0.99999

indicates a linewidth that is ≈ 314000 (finesse value equivalent to R = 0.99999) times
smaller than FSR. This performance is typical performance for state-of-the-art coating
materials used in ultra-stable cavities. Using the definition of finesse (Eq. 2.5) and Eq.
2.2 the transmission is often presented in the following form

T =
1

1 +
(

2F
π

)2
sin2(ϕ)

. (2.6)

More in-depth analysis can be found in the following textbooks [50–53] and a review
paper [54].

2.1.1. Optical stability

The cavity’s length and the curvature of its mirrors must ensure the condition of a
self-consistent laser beam. This fundamental condition may be presented in the language
of geometrical optics. Analysis with the paraxial approximation allows us to follow the
ray trace with effectively small angles (so sin(θ) ≈ θ). The light path in the stable cavity
condition is ultimately replicated. Therefore, technically speaking, we will check if the
beam will remain within the cavity and reproduce itself after n-round trips. A common
practice in geometric optics involves the use of linear transformations through the ray
transfer matrix (often referred to as the ABCD matrix) [52, 53]:[

A B

C D

][
x

θ

]
= λ

[
x

θ

]
, (2.7)

where A,B,C,D are the elements that characterize the final state of the light’s round
trip between the mirrors, transforming the initial beam’s distance from the optical axis
x and the beam’s slope θ. The right-hand side of the equation represents the eigenvalue
λ and the vector comprising x and θ. After deriving the expressions and considering
n-round-trips, the final stability condition for the matrix elements simplifies to

0 ≤ A+D + 2

4
≤ 1. (2.8)

The final formula, that involves essential cavity parameters, i.e. the length of the
cavity L and the mirrors’ radii of curvature Rm1 and Rm2 is as follows:

0 ≤
(
1− L

Rm1

)(
1− L

Rm2

)
≤ 1, (2.9)
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where it is often stated that g1,2 = 1− L/Rm1,m2, which finally gives [55]

0 ≤ g1g2 ≤ 1. (2.10)

Figure 2.3: Stability diagram for the proposed ultra-stable cavities in this thesis (L = 10 cm, L =
20 cm and L = 30 cm) and examples of existing ones [56–58], as well as large-scale gravitational
wave interferometers such as Advanced LIGO [59], Advanced Virgo [60], KAGRA [61], and fu-
ture planned Einstein Telescope [62]. The grey-shaded area shows the optically unstable regions.
Additionally, the convex-concave configuration region is hatched with the red lines and schemat-
ically drawn, together with plane-parallel (magenta square), confocal i.e. Rm1 = Rm2 = L

(orange square), symmetric i.e. Rm1 = Rm2 = L/2 (cyan square), and plano-concave configura-
tions (green dashed lines).

The condition presented in Eq. 2.10 is essential for the beam to maintain a finite size
after n-round trips. If this condition is not satisfied, the light may diverge from the optical
axis and leave the resonator. The common practice is visualising stable (white area) and
unstable regions (shaded area) on the plot (see Fig. 2.3). While this analysis is relatively
simple, it is crucial in designing cavities. The stability factor g1g2, when approaching 0 or
1, gets more sensitive (closer to unstable region) to any cavity’s length or mirrors’ radii
of curvature change.

In Fig. 2.3, the configurations such as parallel mirrors (where Rm1 = Rm2 = ∞), can
quickly become unstable, similar to concentric (Rm1 = Rm2 = L/2) and confocal (Rm1
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= Rm2 = L) configurations. The points on the stability diagram for the investigated
ultra-stable cavities, with the plano-concave (L = 10 cm, L = 20 cm and L = 30 cm) and
convex-concave mirror configurations, are presented. Additionally, the diagram includes
examples of the best existing table-top optical cavity systems [4, 56, 57], as well as large-
scale gravitational wave interferometers such as Advanced LIGO [59], Advanced Virgo [60],
KAGRA [61], and the future planned Einstein Telescope [62].

2.2. Gaussian beam and transverse electromagnetic modes (TEMs)

Apart from the longitudinal modes in the resonator, denoted as lνFSR, the transversal
modes play an essential role in the cavity’s frequency analysis. These transversal elec-
tromagnetic modes (TEM) can be derived starting from the classical Helmholtz wave
equation for the electric field E⃗ [53, 63]

∇2E⃗ + k2E⃗ = 0. (2.11)

Figure 2.4: (Left) Exemplary Gaussian beam with the denoted typical beam characteristics,
i.e. waist w0 and the beam size in the Rayleigh range wzr for the 1.5 µm wavelength. (Right)
Three Gaussian beams with different waist (at z = 0) showing the diverse divergence and the
beam size at Rayleigh range (dashed lines).

One can solve this partial differential equation by reasonably assuming the slowly
varying envelope approximation for the beam [53, 63], i.e., the transverse beam variation
is significantly smaller compared to the electromagnetic wave’s wavelength, λ = 2π/k,
in the z-direction (the direction of the Poynting vector). Therefore, we can substitute
E(x, y, z) = a(x, y, z)e−ikz to obtain the so-called paraxial Helmholtz equation. This
leads to the derivation of the final form of the wave equation [63]

( ∂2

∂x2
+

∂2

∂y2
− 2k

∂

∂z

)
a(x, y, z) = 0. (2.12)
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By applying an appropriate ansatz, we can derive the general solution of the Eq.2.12.
This general solution describes the spatial configuration and comprises the entire set of
solutions known as transverse-electromagnetic modes TEMmn (for m,n ∈ 0, 1, 2, . . . ).

Figure 2.5: The evolution of the Gaussian beam wavefront curvature radius Rz(z) for the beams
plotted in Fig. 2.4. Coloured dashed lines illustrate the Rayleigh range value, where the wavefront
curvature radius is the smallest. The wavelength of all beams is 1.5 µm, with waist radii of
474 µm, 920 µm, and 1.284 mm for the red, orange, and green solid lines, respectively.

The evolution of the Gaussian beam wavefront curvature radius Rz(z) for the beams
is plotted in Fig. 2.4. Coloured dashed lines illustrate the Rayleigh range value, where
the wavefront curvature radius is the smallest. The wavelength of all beams is 1.5 µm,
with waist radii w0 of 474 µm, 920 µm, and 1.284 mm for the red, orange, and green solid
lines, respectively.

The solution for the complex wave amplitude is as follows

Emn(x, y, z) = E0
w0

w(z)
Hm

(√
2x

w(z)

)
Hn

(√
2y

w(z)

)
exp

(
− x2 + y2

w2(z)

)
(2.13)

exp
(
− i

k(x2 + y2)

2R(z)
ikz + ζ(z)

)
, (2.14)

where Hm and Hn are the Hermite polynomials. The wz represents the radius of the beam,
defined as 1/e2 of the maximum beam intensity1 and Rz(z) is the wavefront curvature
radius:

w(z) = w0

√
1 + (z/zr)2 and Rz(z) = z

[
1 +

(zr
z

)2]
(2.15)

1This corresponds to approximately 0.135 of the maximum intensity, in contrast to 0.5 in the Full
Width at Half Maximum (FWHM) definition. The relationship is given by wz = FWHM(z)/

√
2 ln(2)
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where zr is the Rayleigh range (zr ≡ πw2
0/λ), the distance at which the beam’s cross-

sectional area is doubled (equivalently, wz =
√
2w0) and up to this point, the beam is

considered to be "focused" [63].
The beam waist w0 and wavelength λ determine the spatial evolution of the Gaussian

beam. Beyond Rayleigh range zr, the beam’s divergence increases linearly, and the wave-
front radius of curvature increases (see Fig. 2.5). As can be clearly seen from Fig. 2.4, a
smaller waist results in greater divergence, which can be quantitatively expressed by the
divergence angle θ = λ/(πw0).

Figure 2.6: The light intensity distribution in the plane transverse to the optical axis. They
are characterised by solutions of the paraxial Helmholtz equation in terms of Hermite-Gauss
polynomials from fundamental TEM00 to TEM33.

The last quantity from Eq. 2.14 is the Gouy phase shift, which arises because the
Gaussian beam experiences spatial transversal confinement [64]; that is, it undergoes
focusing at some point, which induces a phase shift in comparison to the ideal e−ikz planar
wave 2. Thus, the expression for the phase shift, becomes eikz+ζ , where ζ represents the
Gouy phase shift

2Any spatial transversal confinement introduces spreading effect in transverse momentum, according
to the uncertainty principle ∆kx∆x ≤ const. This confinement leads to a shift in the expectation value
of the momentum associated with the phase.
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ζ(z) = arctan(z/zr). (2.16)

For the higher order modes (where m,n > 0), they experience a Gouy phase shift
given by ϕ(z)mn = (m+ n+ 1)ζ(z), which results in the following frequency shift

νmn =
ϕm,n(z)

2π
νFSR = (m+ n+ 1)

ζ(z)

2π

c

2L
. (2.17)

We are particularly interested in the phase change along the resonator length, where
the phase evolves as ϕ(z2 − z1) = kL− (n+m+ 1)[ζ(z2)− ζ(z1)], where z1,2 denotes the
position of the mirrors and ζ(z2) − ζ(z1) = arccos(±√

g1g2) [53]. Therefore, taking into
account the longitudinal modes as well, the final frequency shift for higher-order modes
can be calculated by [53]

νlnm = νFSR

[
l + (m+ n+ 1)

arccos(±√
g1g2)

π

]
. (2.18)

Fig. 2.6 illustrates the intensity pattern of a set of Hermite-Gauss modes. The first
one, TEM00 is commonly called fundamental Gaussian mode and represents the desired
signal in the cavity. The remaining modes are often considered parasitic and unexpected.

The intensity of the Gaussian beam in the plane r =
√
x2 + y2 transverse to the

optical axis z, according to the definition I(r, z) = |E00(r, z)|2, follows a specific profile

I(r, z) ≡ 2P

πw2(z)
exp

(−2r2

w2(z)

)
, (2.19)

where P denotes the beam power.

2.3. Laser frequency narrowing and locking

A laser consists of three main elements: an external pump source, an active laser
medium, and an optical resonator. The precision of controlling parameters of these three
elements, such as temperature, voltage, current, mirror position, etc., limits the frequency
stability of the so-called free-running laser. Therefore, to improve the laser frequency
stability by the orders of magnitude, one must use an additional external Fabry-Pérot
cavity, which can be isolated and controlled much more effectively than the laser itself.
This process is commonly referred to as laser frequency locking and allows transfering of
the stability of the well-controlled external Fabry-Pérot cavity to the laser.

An ultra-stable cavity mode linewidth is determined by the finesse and the cavity
length. For the F = 300000 and a length of 30 cm mode width is 1.666 kHz. The
linewidth of the state-of-the-art stabilized laser is already below 10 mHz [3] or 16 mHz
[65], compared to the kHz level of the resonator’s line FWHM. This effect is achieved by
the locking and stabilization techniques, such as Pound-Drever-Hall [2, 66] (see Fig. 2.7).
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Figure 2.7: The scheme includes all essential elements for implementing the Pound-Drever-Hall
locking method [2]. An EOM is an electro-optic modulator, PD is a photodiode, PBS is the
polarizing beam splitter, and λ/4 is a quarter-wave plate. To avoid circular polarisation, one of
the optical components can be substituted i.e. a quarter-wave plate can be replaced by a Faraday
rotator. This adjustment is particularly relevant for birefringent materials, such as crystalline
coatings. The diagram was created using the free svg library [67].

Fig. 2.7 illustrates the typical configuration for ultra-stable cavity frequency locking
using PDH technique (see [2] for details). This method’s core principle is the interference
between the sidebands generated ν± νmod by the electro-optic modulator (EOM) and the
carrier light ν. The carrier exhibits a phase shift upon any disturbance in the cavity. If
the light is perfectly coupled to the cavity, no reflection of the carrier occurs, and no beat-
note signal is detected on the photodiode (PD). If a signal is detected, it is mixed with
the RF oscillator signal and passed through a low-pass filter to the PID, which generates
the corrections to the frequency from the error signal.

The PDH error signal ϵ, which determines the quality of the lock (how narrow it would
be) near resonance, may be written as [2]

ϵ = Dδf = −8
√
PcPs

νFWHM

δf = −16LF
√
PcPs

c
δf, (2.20)

where D is known as the discriminant signal slope (linear around the resonant carrier),
determining the error signal magnitude and, therefore, the quality of the lock. Then,
Pc and Ps are the power in the carrier and sideband of the phase-modulated incident
beam, and δf is the frequency noise around the resonance. From Eq. 2.20, we see
that increasing the finesse F and beam power Pc, Ps increases the error signal and the
sensitivity Nevertheless, it has a drawback in increasing the intracavity power, which
heats the mirror’s surface and increases the thermal noises. Hence, the overall cavity
performance may not be improved. The math behind PDH technique and Eq. 2.20 is
introduced in [2]. More detailed information about the most common locking schemes
and comparisons can be found in the comprehensive review paper [68].
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2.4. Frequency instability characterization

The remarkable stability level of the optical Fabry-Pérot resonator is obtained through
precise stabilization of the cavity’s distance L0 = L between the reflective surfaces. Any
fluctuation in the cavity’s length changes the wavelength that can fit into it, and therefore,
the cavity mode resonance frequency ν0, according to the following formula

∆ν(t)

ν0
=

∆L(t)

L0

. (2.21)

The instantaneous frequency fluctuation may be expressed as

∆ν(t) = ν(t)− ν0 ≡
1

2π

dϕ(t)

dt
, (2.22)

where ϕ(t) represents the phase deviation in the oscillator signal sin[2πν0t+ ϕ(t)].

Figure 2.8: The characteristics of typical noises in the oscillator are illustrated in the form
of power spectral density of the phase (top left) and fractional frequency (bottom left),
along with modified Allan deviation (bottom right). Additionally, the power-law relationship
between all these quantities are presented (top right). All curves are schematically drawn in
the log-log plots. Colours between plots indicate the same noise type, with PN and FN denoting
phase noise and frequency noise, respectively. The black dotted line on the modified Allan
deviation plot shows the τ−1 line for Allan deviation, which does not discriminate these noises.
The constant aα is necessary for recalculating from power spectral density to modified Allan
deviation for each noise separately. White FN is often referred to as random walk PN.
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Moreover, we can define an important dimensionless quantity (already expressed in
Eq. 2.21), namely fractional frequency fluctuation y(t), which quantifies the stability of
the oscillator by comparing the deviations in frequency ∆ν(t) to the nominal frequency
ν0 over a specified time interval

y(t) =
∆ν(t)

ν0
=

1

2πν0

dϕ(t)

dt
(2.23)

and the phase equivalent as a normalized phase fluctuation x(t) = ϕ(t)/(2πν0), where
y(t) = dx(t)/dt.

A classical statistical tool for data analysis is known as variance

σ2
s =

〈
(y − ⟨y⟩2)

〉
=

1

N − 1

N∑
i=1

(yi − ⟨y⟩)2, (2.24)

where ⟨. . . ⟩ indicates the expected value 3. However, classical variance σ2
s and standard

deviation σs have a flaw that limits its applicability in the analysis of time and frequency
measurements; specifically, it diverges with an increasing number of samples for certain
types of noise, such as flicker frequency noise (see Fig. 6 in [69]). To overcome these
limitations, a new tool known as Allan variance (AVAR) σy(τ) was developed 4. Unlike
the classical variance, which is calculated based on the difference between each signal and
the ensemble average, AVAR takes a different approach. In this method, the variance is
calculated based on the difference between consecutive mean frequencies

σ2
y(τ) =

1

2

〈
(ȳi+1 − ȳi)

2
〉
=

1

2τ 2

〈
(xi+2 − 2xi+1 + xi)

2
〉
, (2.25)

where ȳi = (xi+1−xi)/τ is the i-th frequency deviation during time τ . For the N number
of samples, the AVAR is expressed as [70]

σ2
y(τ) =

1

2(N − 1)

N−1∑
i=1

(ȳi+1 − ȳi)
2 =

1

2(N − 2)τ 2

N−2∑
i=1

(xi+2 − 2xi+1 + xi)
2. (2.26)

The Allan variance and deviation (ADEV) as well as overlapping ADEV 5 are excellent
tools for quickly examining the dominating noise source in a system. Figure 2.8 illustrates
the characteristic slopes of each of the noises, allowing for almost complete knowledge of
its performance and limitations in measured time and frequency ranges by a glance at
power spectral density (PSD) of the phase Sϕ(f) and fractional length Sy(f) deviations,

3For N equally probable samples, ⟨y⟩ = 1
N

∑N
i=1 yi.

4It is a specific case of M-sample variance, σ2(M,T, τ), with zero-dead (thus T=τ) and M = 2,
denoted as σ2

y(2, τ, τ), or simply σy(τ).
5A practical and commonly used alternative to classical ADEV offers better confidence compared to

ADEV because it uses more data (a larger N) to derive final values. Hence, the confidence is improved,
as indicated by ±σy(τ)/

√
N .
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and modified AVAR modσy(τ). Nevertheless, ADEV has limitations, e.g. fast oscillation
sources, i.e., high-frequency signals, are visible as one σy ≈ τ−1 flicker noise, wherein both
flicker τ−1 and white τ 3/2 phase noise (PN) are present. AVAR does not discriminate
between flicker and white PN (dotted line in Figure 2.8). To overcome this limitation,
modified Allan variance was introduced [71] as

mod σ2
y(τ) =

1

2

〈(
1

n

N∑
i=1

ȳi+n − ȳi

)2〉
, (2.27)

and for N-samples

mod σ2
y(τ) =

1

2n4(N − 3n+ 1)

N−3n+1∑
j=1

[
j+n−1∑
i=j

(
i+n−1∑
k=i

ȳk+n − ȳk

)]2
. (2.28)

Another helpful quantity implemented rather for short-term performance analysis
(high-frequency analysis) than for long-term (as in ADEV) is the power spectral den-
sity (PSD), Sx(f), defined as the Fourier Transform of the autocorrelation function of a
signal [50]. In practice, integration over the selected bandwidth will provide the amount
of signal’s power accumulated in this range, where integration from −∞ to +∞ results in
the total power. Furthermore, according to Parseval’s theorem, which connects the time
domain with the frequency domain, the root mean square (RMS) of the displacement x

within the [f1; f2] frequency range can be determined as

x2
RMS =

∫ f2

f1

Sx(f)df. (2.29)

It is worth mentioning that the PSD of the length SL(f), frequency Sν(f), phase Sϕ(f)

and normalized phase 4πν2
0Sϕ(f), and the fractional PSD Sy(f) are connected as follows

Sy(f) =
Sν(f)

ν2
0

=
SL(f)

L2
0

=
f 2

ν2
o

Sϕ(f). (2.30)

Time domain AVAR and frequency domain PSD are related and can be converted
but not exactly reciprocally. We may obtain a general formula for converting frequency
domain (PSD) to time domain (AVAR and mod AVAR) [50, 72]:

σ2
y(τ) = 2

∫ ∞

0

Sy(f)
sin4(πfτ)

(πfτ)2
df, (2.31)

mod σ2
y(τ) = 2

∫ ∞

0

Sy(f)
sin6(πfτ)

(πfnτ)2 sin2(πfτ0)
df. (2.32)

The opposite conversion, i.e., from AVAR to PSD, does not yield a unique solution as
expected and required. Many PSDs, hence many integrals in Eq. 2.31 as well as in Eq.
2.32, would have the same Allan variances. Therefore, we may distinguish between the
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Table 2.1: Relations between fractional power spectral density (PSD) Sy(f), Allan variance
σ2
y(τ), and modified Allan variance (mod AVAR) mod σ2

y(τ) for individual power-law noise types
with amplitude of hα for α = {−2,−1, 0, 1, 2}. The cutoff frequency fh is essential in avoiding
divergence (infinite results) in Eq. 2.31. The modified Allan variance resolves this issue. All
calculation taken from [73, 74].

Type of noise Sy(f) σ2
y(τ) mod σ2

y(τ)

Random walk FN h−2f
−2 2π2

3
h−2τ

11
20
π2h−2τ

Flicker FN h−1f
−1 2 ln (2) h−1

27
20
ln (2)h−1

White FN h0 0.5 h0τ
−1 0.25h0τ

−1

Flicker PN h1f
1 1.038+3 ln (2πfhτ)

4π2 h1τ
−2 3 ln (256/27)

8π2 h1τ
−2

White PN h2f
2 3fh

4π2h2τ
−2 3

8π2h2τ
−3

noises and their slopes and recalculate them individually, according to the Tab. 2.1 and
by using the superposition6 of each individual noises in the case of fractional PSD with
the amplitude of hα

Sy(f) =
2∑

α=−2

hαf
α. (2.33)

Further discussion on the transfer function, filters and precise derivations of Eq. 2.31
and 2.32 is provided in textbooks [50, 69, 74] and overview papers [72, 73, 75, 76].

2.5. Ultra-stable cavity for the metrology and fundamental physics

Ultra-stable optical resonators are essential in ongoing state-of-the-art scientific projects
and future ones. Their performance guarantees the performance of today’s best measure-
ment apparatus, therefore, much effort has been taken to improve cavities performance.
Figure 2.9 illustrates the timewise improvement of ultra-stable cavity performance in
terms of Allan deviation at 1 s.

To analyze the performance of an individual optical resonator, one must introduce
another optical signal (reference) for interference. In the case of beat-note frequency be-
tween two oscillator signals (σA and σB) with uncorrelated noises, the output is essentially
the sum of their Allan variances

σ2
AB(τ) = σ2

A(τ) + σ2
B(τ). (2.34)

Therefore, to roughly estimate the performance of individual resonator A, resonator
B must be significantly less noisy, as the overall noise is the sum of both. To explicitly
detect the individual resonator instability, at least three resonators are necessary. The

6It is worth to notice that for white FN mod σ2
y(τ) = 0.5σ2

y(τ), for flicker PN mod σ2
y(τ) = 0.67σ2

y(τ)

and for random walk FN mod σ2
y(τ) = 0.82σ2

y(τ).
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Figure 2.9: Measured stability of the state-of-the-art Fabry-Pérot resonators through the years
in terms of as an Allan deviation. Each point description shows the spacer’s length and its
material. Marker shape and colour depict the resonator’s spacer geometry (cylindrical, cuboid,
double-cone) and residing temperature (red - room temperature, blue - cryogenic temperature),
respectively. Additionally, thicker double-cone for SCS means crystalline mirror coatings (crys),
and blue star means the predicted performance of meta-mirror-based resonators. Two possible
improvement rates were fitted with orange and green lines to extrapolate the instability for future
resonators. Data taken from: ULE 17 cm [77], FS 17 cm [78], Sapp 3 cm [8], ULE 13 cm [79],
ULE 25 cm [28], SCS 21 cm [28], ULE 40 cm [30], ULE 48 cm [29] and ULE 48 cm improved [3],
SCS 21 cm [3], SCS 6 cm [31], SCS 6 cm (crys) and SCS 21 cm (crys) [4, 5], and meta-mirrors
prediction [39, 40]

method known as the three-cornered hat involves the recording of signals from three pairs
of resonators [4, 80] as follows

σ2
AB(τ) = σ2

A(τ) + σ2
B(τ) SAB(f) = SA(f) + SB(f)

σ2
BC(τ) = σ2

B(τ) + σ2
C(τ) and SBC(f) = SB(f) + SC(f) (2.35)

σ2
AC(τ) = σ2

A(τ) + σ2
C(τ) SAC(f) = SA(f) + SC(f)

Thus, simple mathematics allows for the derivation of individual Allan variances

σ2
A(f) =

1

2

[
σ2
AB(f) + σ2

AC(f)− σ2
BC(f)

]
(2.36)

σ2
B(f) =

1

2

[
σ2
AB(f) + σ2

BC(f)− σ2
AC(f)

]
(2.37)

σ2
C(f) =

1

2

[
σ2
AC(f) + σ2

BC(f)− σ2
AB(f)

]
(2.38)
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In general, the three-cornered hat method, depicted in Eq. 2.38, is not always appli-
cable because apparatus noises are not necessarily uncorrelated. Therefore, the analysis
must involve correlation factors. Different approaches to addressing the system’s correla-
tion issue are worth mentioning [81–83].



3. Ultra-stable cavity thermal noise limitations

Noises in optical interferometers can generally be divided into two categories. The
first category includes inherent fundamental noises that limit optical readout related to
the quantum nature of light and statistical thermal fluctuations. Efforts to overcome
these challenges have involved quantum-enhanced methods (such as light-squeezed states
[84]), laser beam shaping [85, 86] and sizing (part of this work), and the generation of
higher-order Gaussian modes [87]. The second noise category comprises non-fundamental
noises such as seismic vibrations, vacuum level fluctuations, temperature instability, PDH
locking precision and residual amplitude modulation (RAM), the influence of parasitic
etalons, etc. These can often be effectively mitigated through careful engineering and
design of the apparatus, including isolation systems, optics, vacuum, and electronics [25,
27, 50, 88].

This chapter will mainly focus on fundamental limitations affecting cavity performance
rather than on ambient and technical noises. Moreover, it will cover thermal noise theory,
present the current techniques for calculating thermal noise, and address the challenges
associated with the material constants values and their uncertainties. All these play an
essential role in estimating the ultra-stable cavity performance. Therefore, understanding
the above-mentioned factors is crucial in designing the optical resonators and enhancing
their sensitivity.

3.1. Cavity components and their general properties

For an optical resonator to be ultra-stable, it must comprise the best materials in
several aspects. Firstly, the material should possess rigidity to mitigate sensitivity to
acceleration fluctuations, described by a specific stiffness, the ratio of Young’s modulus E
to the density ρ. The second essential property is insensitivity to temperature fluctuations,
i.e., a small coefficient of thermal expansion (CTE) that influences length change due to
any temperature fluctuation, which always exists in real-case experiments. In Fig. 3.1,
I plot the most common materials used for ultra-stable cavities. The best materials for
ultra-stable cavity construction are located in the upper left corner, where stiffness is
high and CTE is low. Additionally, Fig. 3.1 shows typical materials used for the vacuum
chamber and all other necessary components, such as the cavity support structure.

24
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Figure 3.1: The graph shows the specific stiffness versus coefficient of thermal expansion (CTE)
for commonly used materials in ultra-stable cavities and ultra-high vacuum conditions. A higher
specific stiffness reduces susceptibility to external acceleration and lower Brownian thermal noise.
Lower CTE results in easier temperature control and stability. The CTE values are provided at
room temperature unless labelled differently, i.e. sapphire and SCS in 16.8 K.

In this work, a ULE spacer is used with a fused silica substrate and ULE compensation
rings, Super Invar, and Teflon for the cavity support structure, a specific aluminium
alloy for the vacuum chamber, and indium for the vacuum sealing as a gasket instead
of a commonly used copper gaskets. Moreover, the best materials have a crystal (SCS
and sapphire) or a glassy-ceramic-like structure (ULE, fused silica, Zerodur). Fig. 3.1
illustrates all values for room temperature, except for sapphire and SCS, which is presented
at ∼17 K, where they exhibit an order of magnitude better CTE. Furthermore, as plotted
in Fig. 3.2, the CTE decreases when approaching 0 K. Consequently, the coefficient of
thermal expansion becomes flatter and smaller, and zero-crossing is not needed anymore.
For example, SCS shows αSCS = 4.6 × 10−13/K at 1.6 K [44], while at 16.4 K, αSCS =

9.2 × 10−8/K [89] (see [90] for the current comparison of the SCS α measurements).
In Fig. 3.2, we observe the evolution of the most commonly used materials for ultra-
stable optical references. Not all exhibit zero-crossing far from 0 K, such as sapphire. In
temperature stabilization, the zero-crossing point is crucial; however, the rate at which
the CTE changes, represented by the function’s slope, is also significant (bottom image
in Fig. 3.2). This indicates how a slight shift in temperature will affect the CTE and the
length change by that, e.g., SCS at its first zero-crossing at 124.2 K has a function two
orders of magnitude steeper (more sensitive) than at its second zero-crossing at 16.8 K
[44].

The imperfect temperature stabilization leads to fluctuations in the cavity length and,
consequently, to frequency shifts. The fractional length change is
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Figure 3.2: (Top) Coefficient of thermal expansion (CTE) in the function of temperature for
the most common cavity materials: ULE 7973 [43] single-crystal silicon (SCS) [90], fused silica
[91], sapphire [45], calcium fluoride (CaF2) [45], invar [92], Zerodur [93, 94], Nexcera [95, 96].
(Bottom) Zoomed slope of the CTE for the shifted zero-crossing temperature T-T0, except for
the fused silica (FS) whose slope is shown in room temperature but it has T0 ∼ 170 K. ULE,
Zerodur, Nexcera have T0 in room temperature and SCS has it in 124.2 K and 16.8 K.

∆L

L
= α(T )∆T +

1

2
α′(T )∆T 2 +O(∆T 3), (3.1)

where α′(T ) = dα(T )/dT , and ∆T is a slight temperature fluctuation that may be caused
by imprecision in temperature control. To understand the necessary degree of temperature
stabilization, consider a scenario where the zero-crossing point, i.e where α(T = T0) = 0),
and the slope for ULE is α′

ULE(T ) = 1.7 × 10−9/K2, according to Fig. 3.2. To achieve
fractional frequency instability of 10−17, the temperature must be stabilized to 0.1 mK.
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3.2. Thermal noise theory

3.2.1. Introduction to the thermal noise theory and the cavity spacer thermal
fluctuation

The values of physical parameters in a thermodynamic system at equilibrium do not
possess an exact value. When existing in an environment with a non-zero temperature, the
system exhibits statistical spontaneous fluctuations caused by the random movement of its
molecules. It was first derived quantitatively by Einstein that mean square displacement
< x2 > is related to the fundamental Boltzman constant kb, temperature T , time t and
the particle mobility in the fluid B by a formula < x2 >= 2kbBTt. Later on, a more
general solution of a so-called Brownian motion was described using Newton’s equations
with a velocity-like dumping force fẋ, and it is often referred to as the Langevin equation
[97]:

mmolẍ+ λẋ = FBrownian , (3.2)

where mmol, λ, FBrownian are the molecular mass, damping coefficient and Brownian ran-
dom force, respectively. By applying Hooke’s law to the Eq. 3.2, we obtain the complete
expression for a driven dumped harmonic oscillator. The above-mentioned description is
correct in the context of viscous regime systems when the drag force is non-negligible.
In the actual experimental setup, the system operates under ultra-high vacuum (UHV)
conditions, which makes the external velocity damping approach not suitable here. There-
fore, the internal displacement damping, which is not velocity-proportional, is considered
the only dissipative factor for a certain material.

According to Hooke’s law, force F is proportional to the product of displacement x

and the spring constant k. Nevertheless, this description is only applicable to a perfectly
elastic material. In a real-case scenario, there is a non-zero phase delay ϕ(f) between the
acting harmonic force F and the system response x:

F = −kx[1 + iϕ(f)] . (3.3)

It means that in an anelastic body exhibiting phase shift, phase delay ϕ(f) corresponds
to the energy dissipation. This is an aprroximation of the F = −kx[1+ i tanϕ(f)], under
the ϕ <<1 condition, where tanϕ ≈ ϕ. We will consider only materials where the highest
ϕ is on the order of 10−4. Therefore, we obtain a harmonic oscillator equation with the
general Hookes law (Eq. 3.3) internal dumping

mẍ+ kx(1 + iϕ(f)) = F . (3.4)

where m is the mass of an oscillator. The ϕ(f), known as "mechanical loss angle" or
just "loss angle" is reciprocally used with the quality factor Q(f). By definition, Q-factor
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denotes how much of the energy stored in an oscillator Estored is lost/dissipated during
one full oscillatory cycle Ediss :

Q(f) =
1

ϕ(f)
= 2π

Estored

Ediss

. (3.5)

An additional theorem will be introduced to provide a full description of the thermal
influence on length measurement. So-called Fluctuation-Dissipation Theorem [98, 99]
shows the relation between measured length fluctuation represented by power spectral
density Sx(f) and the dissipation represented by the right-hand side of the following
equation:

Sx(f) =
4kBT

(2πf)2
Re[Y (f)], (3.6)

where Re[Y (f)] indicates the real part of the admittance, which describes the velocity
response v to the force F applied on a body. It is often referred to as a conductance
G(f) = Re[Y (f)] ≡ v(f)/F (f). For a better intuitive understanding of Eq. 3.6, one
may consider an oscillating force F cos (2πft) acting on the oscillator with resonance
frequency f0. For the f < f0 displacement x is in phase with force F and shifted by
π/2 (in quadrature) with velocity v. In the case of f > f0, displacement is in antiphase
force (so-called antiresonance), and the velocity is in quadrature. In both of these cases
Re[Y (f)] = 0, which implies that dissipative process is the only solution to have a non-zero
conductance.

Solving the Eq. 3.4 and switching from time domain to the Fourier domain i.e. sub-
stitute x(t) into the x(ω)eiwt and ẋ = iωx we have

F (ω) = iωmẋ+ kẋ
( 1

iω
+

ϕ

ω

)
. (3.7)

Therefore, the admittance is equal

Y (ω) =
kωϕ+ iω(mω2 + k)

ϕ2k2 + (k −mω2)2
. (3.8)

Taking the real part from Eq. 3.8 and putting it into Eq. 3.6 we receive [97]

Sx(ω) =
4kBT

ω2

kωϕ

ϕ2k2 + (k −mω2)2
, (3.9)

and by substituting k = ω2
0m and ω = 2πf , we receive the final formula for the thermal

noise of a solid body with mass m (such as cavity’s spacer), loss angle ϕ(f) and resonance
frequency f0:

Sx(f) =
4kBT

(2π)2
ϕ(f)

m

f 2
0

f

1

ϕ(f)2f 4 + (f 2
0 − f 2)2

. (3.10)
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In general, any system with continuous mass distribution possesses more than one
characteristic frequency, namely f1, f2, f3, ..., known as overtones. Nevertheless, for our
application, we will use only fundamental mode f0. A simple analytical approximation
presents the position of the nr-th resonance

fn =
1

2L

√
E

ρ
(nr + 1), (3.11)

where L, E, and ρ are spacer length, Young modulus and density, respectively. By using
the formula for the resonance with nr = 0 and the formula for the Brownian noise (Eq.
3.10) with the constants provided in Tab. 3.1, we obtain Figure 3.3 (bottom).

Table 3.1: Spacer material constants, such as Young modulus E, density ρ, Poisson’s coefficient
σ, and the loss angle ϕ used for the calculations of the spacer Brownian thermal noise.

Material E [Gpa] ρ [kg/m3] σ ϕ [10−8]

Zerodur [42, 100] 90.3 2530 0.24 3.2×104 (293 K)
ULE [43, 100] 67.6 2210 0.17 1.6×103 (293 K)

Sapphire [101, 102] 400 3980 0.29 20 (293 K) / 0.4 (4 K)
SCS (111) [103, 104] 188 2329 0.26 1 (124 K) / 0.2 (4 K)

Apart from the general representation of thermal noise by the Eq. 3.10, it is worth
considering three characteristic frequency ranges. First and most commonly use is low
frequency approximation (f << f0), which shows a distinctive 1/f behaviour in the PSD
plot (top of Fig.3.3):

Sx(f) =
4kBT

2π

ϕ

fk
. (3.12)

Taking a linear elastic bahaviour with Hooke’s law F = kL and the definition of Young
modulus E we obtain E = kL/[π(R2 − r2)], where π(R2 − r2) is the spacer crosssection
area [38, 105]:

Sx(f) =
2kBT

π2f

ϕ

E

L

(R2 − r2)
, (3.13)

The maximum values of the thermal fluctuations are achieved at the resonance fre-
quency f = f0:

Sx,res(f) =
4kBT

(2π3)3
1

mϕ

1

f 3
0

, (3.14)

Above the resonance frequency we observe fast f−5 decline in the noise (Fig. 3.3):

Sx(f) =
4kBT

(2π)3
ϕ(f)

m

1

f 5
, (3.15)
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According to Eq., 3.6, thermal noise reduction is achievable by adjusting and con-
trolling external parameters, such as ambient temperature, and the internal material
properties, including mass m, and most importantly, the loss angle ϕ. Numerous stud-
ies were performed to discover materials with improved internal properties, particularly
concerning the loss angle [38, 39, 41].

Figure 3.3: (Top) Power spectral density Sx(f) of the Brownian thermal noise for spacers with the
same resonance frequency, different quality factors Q, along with the fitted f−1 (below resonance)
and f−5 (above resonance) curve. The value Q = 6.1× 104 corresponds to the quality factor of
a ULE. (Bottom) Fractional amplitude spectral density

√
Sx(f) for the 30 cm long spacer for

commonly used materials and temperatures.

At first, FDT description may seem contradictory with the equipartition theorem,
which states that each degree of freedom contains 1/2kbT of energy. Taking an ideal
spring with the energy 1/2kx2, we have the root mean square (RMS) of a displacement x
as

xRMS =

√
kBT

k
=

√
kBT

4π2f0m
. (3.16)
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Therefore, for the 30 cm long ULE spacer residing in a room temperature T=293 K,
with f0 = 9218 Hz and m = 5.5 kg we get xRMS ∼ 2 × 10−15 m. According to Eq. 2.29
xRMS is the integral of PSD signal over the chosen spectra. Therefore, by reducing the
loss angle, more energy is effectively stored in the resonance peak, and less is distributed
in the rest of the signal. The effect is clearly observed in the top of Fig. 3.3), where
different values of the quality factor (1/ϕ) for the same resonance frequency are plotted.
An area under each curve is the same and equal x2

RMS.
Two important components remain to complete the total Brownian thermal noise

description of the cavity: substrates and reflective coatings. Unlike the spacer, which
we can treat as a spring with single constant k, where all forces and dissipations are
distributed homogenously, mirrors made of substrates and coatings need to be treated in
a different manner [106–112].

3.2.2. Brownian noise of the substrates and reflective coatings

Ultra-stable cavity mirrors are typically composed of multilayer coatings on a substrate
[3, 31, 38]. However, a recently developed promising solution involves the use of so-
called "meta-mirrors", which reduce thermal noise by at least an order of magnitude
compared to Bragg coatings. Unfortunately, "meta-mirrors" have still insufficiently low
finesse (F = 12000 at max) for ultra-stable laser applications [39, 41].

All cavity components are optically contacted, forming a rigid body. This is in con-
trast to gravitational wave detectors, that use mirrors suspended on wires, allowing for a
"free-falling" configuration [113]. By removing the spacer, we effectively obtain a Fabry-
Pérot cavity similar to one of the LIGO interferometer arms. As a result, the Brownian
thermal noise theory which will be applied here was primarily developed for the purpose
of gravitational wave detection [97, 107, 109, 114].

To calculate thermal noises, I will use the so-called Levin’s direct approach, which was
developed by studying the mirror’s amplitude response to oscillatory Gaussian-distributed
varying pressure p(r⃗, t) [109, 110]

p(r⃗, t) = F (t)f(r⃗) = F0 cos(2πft)
1

πr2
e−r2/w2

, (3.17)

where w is beam spot radius on the mirror. The thermal noise for the time-averaged
dissipated power Wdiss under an oscillating force with amplitude F0 is given by [109]

Sx(f) =
2kbT

(πf)2
Wdiss

F 2
0

. (3.18)

Moreover, a useful relationship can be introduced as Wdiss = 2πfϕU0, where U0 rep-
resents the maximum elastic energy resulting from material deformation induced by the
pressure p(r⃗, t), as depicted in Eq. 3.17. The value of U0 could be determined using either
analytical expressions or, if necessary, numerically through finite-element analysis.
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Skipping precise derivations and focusing on the final Brownian thermal noise formula
for the substrate (sb), we obtain PSD for the half-infinite approximation i.e. when the
mirror’s diameter R and thickness h is much greater than beam radius w [109, 110] :

Sx,sb(f) =
4kbT

f

1− σ2
sb

2π3/2

ϕsb

Esb

1

w
, (3.19)

where σsb indicates the Poisson’s ratio.
Apart from the substrates, the second and the most dominant component of the mir-

ror’s thermal noise for ultra-stable cavities [31], as well as for LIGO-like interferome-
ters [115], is µm layer of reflective coatings (ct). The thermal fluctuation PSD for the
coatings was evaluated using different approaches ([109] and [108, 111, 112]). In this anal-
ysis, the thin layer of coating is treated as a structure with the same elastic properties as
bulk substrate but with a different dissipation due to the distinction in loss angle value
(ϕct ̸= ϕsb). The final formula is as follows:

Sx,ct(f) =
4kBT

π2f

ϕct

Esb

dct
w2

(1 + σsb)(1− 2σsb). (3.20)

where dct is the coatings’ thickness.
Further studies show the results for a more realistic scenario involving different coatings

and substrates with differing elastic properties, such as Young’s modulus E and Poisson’s
ratio σ. Assuming the isotropic loss angle value (ϕ⊥ = ϕ∥) [114], we obtain the following:

Sx,ct(f) =
4kBT

π2f

ϕct

Esb

dct
w2

E2
ct(1 + σsb)

2(1− 2σ2
sb) + E2

sb(1 + σct)
2(1− 2σ2

ct)

2EsbEct(1− σ2
ct)(1− σ2

sb)
. (3.21)

The numerical value of the PSD in Eq. 3.20 (equal elastic properties) is overesti-
mated when compared to equation 3.21 (different elastic properties) by 3% and 8% for
fused-silica (FS) substrates with dielectric coatings and crystalline coatings, respectively.
Material constant from Tab. 3.2 were used for the calculation. Alternating layers of the
silicon dioxide (SiO2) and tantalum pentoxide (Ta2O5), commonly referred to as dielectric
SiO2/Ta2O5, along with gallium arsenide (GaAs) and aluminium-alloyed gallium arsenide
(Al0.92Ga0.08As), commonly referred to as crystalline AlGaAs/GaAs, are two the best and
most widely used coating materials [36, 38, 116].

Studies show that the material parameters, such as the loss angle and Young’s modu-
lus, can vary from sample to sample [36]. These variations depend on the material itself,
its size, manufacturing technique, structural irregularities, impurities etc. Despite the
known range of loss angle and Young modulus values, the most definitive way to quantify
it is to measure each sample individually (see discussion in Chapter 3.2.5).

Adjusting external (environmental) or internal cavity setup parameters can reduce
the mirror’s thermal noise. Therefore, finding materials with higher Young’s modulus E,
lower loss angle ϕ, and appropriate Poisson’s ratio is desirable, but we do not have control
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Table 3.2: The substrates and coatings material constant i.e. loss angle ϕ, Young modulus E

and Poisson ratio σ. All of the values were taken for a room temperature (293 K), except for
the loss angle for SCS (100) substrates (124 K). FS loss angle is presented for the two extreme
values [100, 117]. Indeces diel. and crys. refers to the SiO2/Ta2O5 and GaAs/Al0.92Ga0.08As
coating materials, respectively.

Parameter Value

ϕct (diel.[100]/ crys.[38]) 4× 10−4 / 2.5× 10−5

ϕsb (FS [100, 117, 118] / SCS [104]) (1− 0.1)× 10−6/ 1× 10−8

Ect (diel. [36] / crys.[119] ) 91 GPa / 100 GPa
Esb (FS [120] / SCS [103]) 73 GPa / 188 GPa
σct (diel [36]/ crys [119]) 0.20 / 0.32
σsb (FS [120] / SCS [103]) 0.16 / 0.28

Figure 3.4: (Top) PSD (Sx) of the Brownian thermal noise in the function of beam spot radius on
the mirror w (left) and frequency for a given w = 470 µm (right) for the crystalline and dielectric
coatings with typical thickness dct ∈ [3; 12] µm, and the fused-silica substrates in 293 K, for two
loss angle values. (Bottom) The same studies are shown for SCS substrates in 124 K for loss
angle value presented in Tab. 3.2.

over this. Alternatively, what is doable but challenging is reducing the thermal noise by
employing a cryostat (minimizing temperature T ) or increasing the beam spot radius w
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by controlling the cavity length and the mirror’s radius of curvature (ROC). Generally,
the larger the spot size is, the smaller the noise is. From Eq. 3.19 and 3.20, different
sensitivities to spot size appear, where Sx,sb ∼ 1/w and Sx,sb ∼ 1/w2. These differences can
be intuitively described by the coatings’ closeness to the fluctuating surface, resulting in a
larger effect and surface damping in contrary to bulk dumping in substrate [109]. However,
increasing the spot size remains effective up to a certain value. Fig. 3.4 illustrates
Sx(f = 1 Hz) for two commonly used substrate materials (FS in 293 K and SCS in
124 K) and coatings (dielectric and crystalline) as a function of spot size. Furthermore,
it is observed that for w = 470 µm, which is a spot size on the flat mirror for 30 cm
long spacer with plano-concave configuration with ROC = 1 m, room temperature FS
substrates dominate as the source of noise for the 12 µm thick crystalline coatings, for
the substrates loss angle ϕsb = 1× 10−6 [100].

3.2.3. Thermoelastic substrate noise

Statistical fluctuations of a volume V (volume fluctuation variance < (∆V )2 >∼
T [121]) and corresponding mechanical losses are responsible for the Brownian fluctua-
tions, described in Chapter 3.2.1 and 3.2.2. Nevertheless, it does not cover the whole
picture of the thermal noise budget. From thermodynamic principles, we know that the
total variance of temperature fluctuations within a volume V can be described by the
following formula [121, 122]:

< δT 2 >=
kBT

2

ρCV
, (3.22)

where kB, ρ, and C correspond to Boltzmann constant, material density and heat capacity,
respectively.

In an ideal theoretical situation, temperature and volume fluctuations are uncorrelated
< δTδV >= 0. Therefore, any temperature variations should not influence the length
change. However, in real case scenarios, the coefficient of thermal expansion CTE for
cavity purposes is often small (< 10−6/K, see Fig. 3.1) but non-negligible

α ≡ 1

L

∂L

∂T
. (3.23)

With this relation, any temperature fluctuations are coupled to the length variations
and create so-called thermoelastic noise, which, together with the Brownian noises, fun-
damentally limits the cavity’s performance [122]. Inhomogenous temperature distribution
creates gradients which induce heat flow and increase the entropy S. All of this leads to
thermal dissipation processes, often named thermoelastic damping:

Wdiss =
〈
T
dS

dt

〉
=
〈∫ κ

T
(∇δT )2d3r

〉
. (3.24)
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where κ is thermal conductivity.
Again, by using the FDT and deriving the exact formula for Wdiss, the final equation

for substrate thermoelastic noise is presented in [123]

STE
x,sb(f) =

4kBT
2

√
π

α2
sb(1 + σsb)

2w

κsb

J(f/fT ), (3.25)

J(f/fT ) =
( 2

π3

)1/2 ∫ ∞

0

du

∫ ∞

−∞
dv

u3e−u2/2

(u2 + v2)[(u2 + v2)2 + (f/fT )2]
, (3.26)

fT =
κsb

πCsbw2
, (3.27)

where κsb and Csb are the substrate’s thermal conductivity and heat capacity, respectively.
Eq. 3.26 has two boundary solutions. The first, for the f/fT << 1

J(f/fT ) =
2

3
√

πf/fT
, (3.28)

and the second for the f/fT >> 1, which is often called the adiabatic limit:

J(f/fT ) =
1

(f/fT )2
. (3.29)

Boundary limits for high (f/fT ≫ 1) and low (f/fT ≪ 1) frequency ratios, as derived
from the full formula (Eq. 3.26), are depicted in the left panel of Fig. 3.5. The right
panel of Fig. 3.5 illustrates the thermoelastic noise of FS and ULE substrates with
1 m and 10.2 m ROCs, respectively. Generally, the contribution of thermoelastic noise
from substrates is highly dependent on the coefficient of thermal expansion, denoted as
STE
x ∼ α2. Therefore, thermoelastic noise from ULE substrates is significantly lower than

from FS substrates (as shown in the right panel of Fig. 3.5). Nevertheless, FS substrates
are used due to their mechanical loss properties, which are at least an order of magnitude
better than ULE.

The same temperature fluctuations are the source of another noise associated with
temperature dependence on the refractive coefficient n, defined as the coefficient of ther-
morefraction (CTR), β = ∂n

∂T
. Fluctuation of CTR leads to additional light phase fluc-

tuations within the coatings and substrates. While this effect is negligible for substrates
where light passes through only once, it becomes significant for coatings where both
thermorefractive and thermoelastic noise must be considered [109, 124]. However, these
types of noise, collectively called thermo-optic noise, can be treated coherently [125–127]
and can be suppressed through careful coatings design and coherent cancellation of these
effects [116]. The final formula for coatings thermo-optic noise is [116, 127]

STO
x,ct(f) = STΓtc

(
αctdct − βctλ− αsbdctCct/Csb

)2
, (3.30)
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Figure 3.5: (Left) Frequency f/fT dependence of the substrates thermoelastic noise represented
by three possible scenarios: full formula J(f/fT ) in Eq. 3.26 (solid blue line), black dashed line
scenario where f/fT << 1 (Eq. 3.28) and red dashed line for f/fT >> 1, so-called an adiabatic
limit (Eq. 3.29). (Right) Substrates thermoelastic noise frequency dependence for ULE and FS
substrates at 293 K presented with a plano-concave configuration with two possible curvatures
for the second mirror, denoted as ROC2. The spacer length is set to 0.3 m.

where Γtc is the thick coatings correction [127], αct and αsb coatings and substrate CTE,
dct is coating total thickness, βct is coatings CTR, λ is the laser wavelength, Cct and Csb

are the coatings and substrates heat capacities. ST is defined as

ST (f) =
2
√
2kBT

2

πκsbw
M(f/fT ), (3.31)

where

M(f/fT ) =

∫ ∞

0

du Re

[
ue−u2/2

(u2 − if/fT )1/2

]
. (3.32)

For the f/fT << 1

M(f/fT ) =

√
π

2
, (3.33)

and for the f/fT >> 1 (adiabatic limit) :

M(f/fT ) =
1√

2f/fT
. (3.34)

Fig. 3.6 (left panel) illustrates the low frequency and high, i.e. adiabatic approxi-
mations compared to the exact formula in Eq. 3.32. The right panel shows the PSD of
the thermo-optic coatings noises for FS substrates and crystalline coatings with two dif-
ferent radii of curvature (ROCs). Nevertheless, as presented in [116], coherent reduction
of this noise is possible within a chosen frequency range. It is also important to note
that both coatings’ thermo-optic and substrates’ thermoelastic noises depend on temper-
ature as T 2, and the Brownian noise as T . Therefore, while coatings’ thermo-optic noise
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Figure 3.6: (Left) Frequency f/fT dependence of the coatings thermo-optic noise represented
by three possible scenarios: full formula M(f/fT ) in Eq. 3.32 (solid blue line), black dashed line
scenario where f/fT << 1 (Eq. 3.33) and red dashed line for f/fT >> 1, so-called an adiabatic
limit (Eq. 3.34). (Right) Crystalline coatings thermo-optic noise frequency dependence for FS
substrates at 293 K presented with a plano-concave configuration with two possible curvatures
for the second mirror, denoted as ROC2. The spacer length is set to 0.3 m.

and substrates’ thermoelastic noise are issues at room temperature, they are significantly
mitigated in cryogenic conditions.

3.2.4. Thermal noise floor for the room-temperature cavities

Overall cavity performance is calculated as a sum of the PSDs of cavity components.
In this work, noises such as spacer thermoelastic [116, 128] or photothermal (coatings and
substrates noise induced by the laser beam heating effect) [129] are ignored because of
their negligible influence on the thermal noise budget. An overview of the cavity of these
noises is given in [126]. Therefore, the final thermal noise of the cavity is given by

Sx(f) = SBr
x,sp(f) + 2SBr

x,sb(f) + 2SBr
x,ct(f) + 2STE

x,sb(f) + 2STO
x,ct(f). (3.35)

Fig. 3.7 and 3.8 shows the performance of the ULE spacer 30 cm long, with FS
substrates and crystalline coatings. Furthermore, Fig. 3.7 shows the difference in plano-
concave mirror configuration between the ROC = 1 m and ROC = 10.2 m. Coatings’
thermo-optic noise is calculated without structural optimization, which would reduce the
influence of noise within the chosen frequency range [116]. For a 30 cm long cavity designed
in this work, thermoelastic noise will be the dominant noise from 0.1 Hz to 1 Hz. At higher
frequencies, coatings’ thermo-optic noise will be the predominant noise due to the lack
of coherent noise cancellation in this design. Therefore, unlike typical situations where
the thermal noise floor is mainly limited by Brownian noise from coatings, thermo-optic
noises from substrates and coatings dominate.
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Figure 3.7: (Top) Fractional amplitude spectral density
√
Sy(f) (Left) and power spectral

density Sx(f) of the Brownian, thermoelastic and thermo-optic noises of the cavity components.
The cavity spacer is 30 cm long ULE, and the substrates and coatings are FS and crystalline,
respectively. Mirrors plano-concave configuration with ROC = 1 m. (Bottom) The same as in
top figures but with ROC = 10.2 m.
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Figure 3.8: Fractional amplitude spectral density
√
Sy(f) for the cavity designed in this work

(black line), i.e. 30 cm long ULE, plano-concave mirrors configuration (ROC = 1 m) with
crystalline coatings. For the comparison, Brownian noise from dielectric coatings and the total
noise of the cavity with dielectric coatings are shown (grey line).

3.2.5. Loss angle temperature and frequency dependence

Loss angle, along with Young’s modulus, are two fundamental internal parameters in
the thermal noise budget for state-of-the-art cavity experiments. Therefore, much effort is
put into finding material with the best thermo-mechanical and thermo-elastic properties
[34, 36, 38, 39]. Due to the temperature dependence of thermal noise, where SBr

x ∼ T and
STE
x ∼ T 2, cavity operating temperatures are often reduced using cryostats, even down

to the single kelvins (sapphire [8] and SCS [30]).
Fig. 3.9 (top) illustrates the temperature dependence of the loss angle for commonly

used Fabry-Pérot cavity materials. As we see, the temperature decrease is not always
helpful, as in the case of FS, where ϕ increases as T decreases. Generally, when low-
ering the temperature, materials such as sapphire or single-crystal silicon (SCS) exhibit
a significant reduction in mechanical loss. Moreover, the loss angle for thin structures,
such as coatings, is much larger than for bulk materials like substrates and spacers. In
Fig. 3.9, the loss angle for coatings is at least three orders of magnitude higher than that
for substrates and spacer materials. Furthermore, accurately simulating and predicting
the loss angle is challenging, and measurement remains the definitive method for checking
the loss angle value.

The reported values for dielectric multilayer coatings vary and depend on factors such
as material composition, doping, and heat treatment (annealing) processes. The loss
angles for unannealed silica is (0.5 ± 0.3) × 10−4, and for tantala, (4.4 ± 0.2) × 10−4,
with the final loss angle for the multilayer coating at approximately 2.7 × 10−4 at room
temperature [33]. Tantala, the dominant component, often has its loss angle reduced to
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Figure 3.9: (Top) Loss angle vs temperature for the most common dielectric coatings materials
Ta2O5 (1 kHz, 0.5 µm thickness) [34], multilayer SiO2/Ta2O5 (1.1 kHz, 4.8 µm thickness) [130]),
as well as substate and spacer materials, such as fused silica (17,2 kHz, 76.2 mm in diameter
and 12 mm thick) [117], SCS (100) (SCS, 14.9 kHz, 76.2 mm diameter and a thickness of 12
mm. (100)) [104], SCS (111) (diameter 10.6 cm, length 22.9 cm, mass 4.9 kg (111), 19.5 kHz)
[131], Calcium Fluoride CaF2 (17,2 kHz, 76.2 mm in diameter and 12 mm thick, f = 41302 Hz,
(100)) [132], sapphire (68 kHz, sapphire cylinder of 100 mm in diameter and 60 mm in length
[102], crystalline quartz (substrates/disc diameter 76 mm thickness 24 mm, 19,4 do 19.8 kHz)
[133]. (Bottom) Loss angle vs temperature for different samples of single-crystal silicon for two
crystal axes [104, 131, 133].
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2 × 10−4 at 292 K through doping with titanium oxide (TiO2) and annealing [34, 35].
Moreover, there may be frequency and thermal dependencies in the loss angles. However,
measurements show very little frequency f dependence for silica, (1.0 ± 0.2) × 10−4 +

f(1.1 ± 0.5) × 10−9, and for tantala, (3.8 ± 0.2) × 10−4 + f(1.8 ± 0.5) × 10−9 in the 2-
6 kHz and 10-72 kHz frequency ranges, respectively [36]. Since coatings are a significant
factor in the cavity’s thermal noise budget, indirect measurements of the loss angle were
conducted by evaluating the overall noise budget in cavities within the mHz-Hz range.
Data from cavities residing at 124 K, 16 K, and 4 K demonstrate the loss angle for dielectric
coatings SiO2/Ta2O5 as (5.6 ± 0.9) × 10−4 × f−0.05±0.01, (3.2 ± 0.3) × 10−4 × f−0.11±0.02,
(2.4 ± 0.3) × 10−4 × f 0.06±0.02, respectively [31]. All mentioned measurements indicate a
very weak frequency and temperature dependence of the loss angle for thin coating layers.

3.2.6. Other source of noises and limitation

Any measurement system that relies on optical laser readout is subject to the funda-
mental quantum limitation known as the standard quantum limit (SQL). The inherently
quantum nature of photons leads to fluctuations in their apparent number, N , which
follows a Poisson distribution. Consequently, the photon counting statistics vary around
an average with a variance given by ⟨δN2⟩ = ⟨N⟩. A photodiode measures the power,
expressed as P = ⟨N⟩ℏωt. These photon counting statistics, often called shot-noise, limits
the experimental setup [2]:

Sx,shot =
2πℏc
64

λ

F2Pinc

, (3.36)

where ℏ is the reduced Planck constant, λ is the wavelength of light, and Pinc is the power
of light injected into the cavity. Fig. 3.10 illustrates how the value of shot noise changes
with increasing injected power. Nevertheless, the shot noise limit can be reduced by the
so-called light squeezing [134, 135].

The second noise induced by photon number fluctuation is radiation pressure noise.
When the photon flux varies statistically over time, the pressure exerted on the mirror
also changes, causing the mirror’s position to shift. Variations in photon number mean
variations in photon momentum, which effectively alters the mirror’s position. This phe-
nomenon is known as back-action. This type of noise is significant for experiments with
suspended optics, such as LIGO, but it is negligible for optically contacted mirrors, such
as ultra-stable cavities [136].
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Figure 3.10: PSD of the shot noise SSN
x as a function of the power injected into the cavity.

Crystalline mirrors (AlGaAs/GaAs) are shown for two values of finesse: 150000 and the maximum
reported finesse of F = 365000 for the coatings used in the cavity [4]. This analysis considers
the range of typically used laser wavelengths (1064 nm, 1550 nm), where the coatings’ central
transmission spans from 900 nm to 2 µm. For dielectric coatings made of SiO2/Ta2O5, the
laser wavelengths are also typically in the range from 698 nm to 1550 nm, and for a finesse of
F = 500000 [3, 56].

3.3. Thermal noise reduction

3.3.1. Mirror’s convex-concave configuration for thermal noise reduction

Based on the fluctuation-dissipation theorem, Brownian thermal noise depends on
temperature T , mechanical loss ϕ, and the laser beam spot radius w on the coating’s
surface SBr

x,ct ∼ ϕT/w2. To increase sensitivity, one can look for substrates and coatings
with a lower ϕ or lower the operational temperature (as demonstrated with SCS and
sapphire cavities [12, 30]). We propose an alternative method for reducing thermal noise
by increasing the beam spot on mirrors using a convex-concave mirror configuration. We
demonstrate the feasibility and advantages of using a cavity with a radius of curvature
ranging from 20 m to -25 m for 10 cm and 30 cm long cavity spacers. This approach
significantly reduces both the coatings’ and substrate’s thermal noises as well as thermoe-
lastic and thermo-optic noises, compared to the usual ROCs and plano-concave design.
Fig. 3.11 shows the conceptual scheme of placing the convex-concave configuration in com-
parison to the typical plano-concave with respect to the Gaussian beam and its wavefront
curvature. In Fig. 3.11, the increase in the beam spot size on the mirror is visible. Unlike
plano-concave or concave-concave configuration waist is placed outside the cavity.
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Figure 3.11: Conceptual scheme illustrating the Gaussian beams and their wavefront curvatures
(dashed lines), with a typical plano-concave setup and proposed convex-concave mirror configu-
ration.

3.3.2. Optical stability near-unstable convex-concave configuration

The reduction of thermal noises by increasing the mirror’s laser beam spot size has
already been proposed for use in future gravitational wave detection [137] in the form of
a near-unstable solution using a plano-concave cavity. In this work, we propose a convex-
concave design for the cavity mirrors to increase the beam spot size further. The following
analyses will be based on the optical stability described in Sec. 2.1.1.

Figure 3.12: Stability factor g1g2 as a function of the spacer length for four configurations of
mirror curvature.

For a convex-concave configuration to achieve the same spot size as a plano-concave
setup, less extreme mirror curvatures are needed. For a 30 cm long cavity with ROC1 =

10 m and ROC2 = −15 m, we can obtain beam sizes on the mirrors of w1 = 1.211

mm and w2 = 1.181 mm, with g1g2 = 0.9894. To achieve similar spot sizes with a
plano-concave configuration, ROC1 = ∞, and ROC2 = −28 m are needed, and g1g2 =
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0.9892. Furthermore, to achieve a comparable spot size with a convex-concave setup using
ROC1 = 20 m and ROC2 = −25 m with g1g2 = 0.9946, a plano-concave setup would need
ROC1 = ∞ and ROC2 = 50 m, results in slightly more stable optical condition with
g1g2 = 0.9940.

Fig. 3.12 illustrates how the stability factor g1g2 varies with changes in the spacer’s
length for four specified configurations of the mirror’s curvature. It is observed that
increasing the length for ROC1 = 10 m, and ROC2 = −20 m, is most beneficial in terms
of enhancing stability among the presented cases. However, an increase in length may
also increase sensitivity to external vibrations. Fig. 3.13 shows stability maps for three
spacer lengths: 0.1 m, 0.3 m, and 0.5 m, with markers denoting the chosen ROC, also
presented in Fig. 3.12. These maps and calculations of the beam spot on the mirrors
indicate whether increasing the ROC is beneficial for cavity overall stability.
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Figure 3.13: Stability maps for the near-unstable convex-concave mirrors’ cavity configuration.
Four possible ROCs pairs are marked by black points for 0.1 m (Top), 0.3 m (Middle) and 0.5 m
(Bottom) long spacer.

3.3.3. Coatings and substrates thermal noise reduction

Brownian thermal noise from coatings and substrates is the dominant noise source in
an ultra-stable cavity, both at room and cryogenic temperatures. Tab. 3.3 illustrates the
numerical improvement in the PSD of the coatings Sy,ct and substrates Sy,sb in the concave-
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convex ROC compared to the typical configuration S
(∞,1)
y,ct and S

(∞,1)
y,sb . We observe an order

of magnitude improvement between S
(20,−25)
y,sb and S

(∞,1)
y,sb . Additionally, Fig. 3.14 depicts

the mode-matched mirror positions for a given radius of curvature for four configurations.
In all cases, the beam waist is at a distance of 0.

Table 3.3: Several configurations of the ROCs for the 30 cm long cavity, including plano-concave,
concave-concave and convex-concave mirrors. The mirror’s curvature and spacer’s length deter-
mine the fundamental optical stability parameter g1g2, along with laser beam spot size on the
mirror w1, w2, which determines the thermal noise floor. Thermal noise of the coatings (ct) and
substrates (sb) is depicted as a ratio between the Rm1 = ∞, Rm2 = 1 m and the particular setup
to show the effect of the beam size enhancement on the fundamental thermal noise.

Rm1, Rm2 [m] g1g2 w1, w2 [mm] S(Rm1,Rm2)
y,ct /S(∞,1)

y,ct S(Rm1,Rm2)
y,sb /S(∞,1)

x,sb

∞, 1 0.7000 0.474, 0.567 1.0 1.0
∞, 5.0 0.9400 0.764, 0.787 0.440 0.666
∞, 10.2 0.9705 0.920, 0.934 0.308 0.557

10.2, 10.2 0.9421 0.782, 0.782 0.433 0.660
10, -15 0.9894 1.211, 1.181 0.185 0.432
10, -20 0.9845 1.100, 1.076 0.223 0.475

12.5, -25 0.9877 1.163, 1.142 0.199 0.448
20, -25 0.9968 1.627, 1.605 0.101 0.320

Figure 3.14: Mode-matched Gaussian beams together with the four investigated stable and
near-stable configurations of the spacer length and mirrors’ ROC. The dashed line indicates the
location of the cavity mirrors.
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3.4. Design of NEXCERA room-temperature cavity

The main motivation of this section is to design a long-term stable optical reference
that operates effectively at room temperature. The long-term stability of any reference
oscillator is an important property necessary for metrology and precise measurement
purposes, e.g. radial velocity observation of the Earth-like exoplanets demands instability
of 10−16 per year 1. Common spacer materials used for room-temperature ultra-stable
cavities include amorphous materials like titania-silicate glass known as ULE, silica dioxide
known as fused silica, and glass-ceramic structures such as Zerodur, which primarily
consist of lithium aluminium silicon oxide.

NEXCERA [96, 138], a relatively new ceramic material composed of magnesium-
aluminium silicon oxide, has demonstrated promising long-term stability, significantly
reducing the effects of long-term drift [95]. This drift effect arises from ageing processes,
where the amorphous structure tends to crystallize over time, altering its physical size.
Consequently, the measured frequency as the distance between the mirrors changes. Tab.
3.4 presents the typical drift rates for both long (1/yr) and short-term (1/s) stability for
the most common spacer materials.

Table 3.4: Drift rate (1/L)δL̇ for the most common materials for the ultra-stable optical resonator
spacers. The rate is given on two characteristic timescales, 1/s and 1/yr. Zerodur, ULE and
NEXCERA are the glass and ceramic structures that operate at room temperature, whereas the
crystalline SCS and sapphire reside in a cryogenic environment.

Material Linear drift rate [10−17/s] Linear drift rate [10−9/yr]

Zerodur 304.8 [139], 697.6 [140] 96.12 [139], 22.00 [140]
ULE 4.572 [139], 8.157 [95], 20.41 [141] 1.442 [139], 2.572 [95], 6.437 [141]

NEXCERA N117B 1.738 [95] 0.548 [95]
NEXCERA N118C 54.97 [142] 17.34 [142]

SCS -0.0247 [143], -0.0970 [144] -0.008 [143], -0.031 [144]
Sapphire -0.064 [145] -0.020 [145]

Crystalline materials in cryogenic conditions, such as SCS and sapphire, exhibit sig-
nificantly lower drift rates—two to three orders of magnitude lower— than amorphous
structures at room temperature (see Tab. 3.4). In theory, SCS and sapphire should not
demonstrate this behaviour because of the already settled crystalline structure. Moreover,
the crystalline spacers extend as the glass-like materials shrink over time. According to
Tab. 3.4, the drift rate varies significantly even for the same material. This variation
may depend on the measurement duration (time averaging), changing environmental con-
ditions, and the specific glass sample. Additionally, ageing processes slow down in time,

1Assuming typical radial velocity of a star induced by the planet on the level of 30 cm/s.
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and instead of constant frequency drift [146], they follow a stretched exponential function
[147]. A decreasing drift rate in the spacer over time means an enhancement with age,
suggesting the use of an "older" piece of material. Regardless of material ageing, the
change in applied laser input power can also affect the mirror coatings and substrates,
resulting in an additionally induced effect of the resonance frequency drift [144].

According to Tab. 3.4, the smallest frequency drifts are reported for Zerodur at
2 Hz/s [139], ULE at 23 mHz/s [95], NEXCERA N117B at 4.9 mHz/s [95], and among
crystalline materials, SCS shows the best performance at -48 µHz/s [143]. Nevertheless,
it is important to mention that another type of NEXCERA, i.e. N118C, exhibits a more
significant thermal drift than ULE glass (as indicated in Tab. 3.4).

3.4.1. Thermal noise for NEXCERA

While the long-term performance of NEXCERA cavities is promising, one critical ma-
terial parameter that determines the fundamental limitations of the cavity is still officially
unknown, i.e. mechanical loss angle ϕ. Although there are no published results of the
NEXCERA’s loss angle, preliminary measurements were recently performed at Technis-
che Universität Braunschweig by Nico Wagner. Three sets of 50 mm discs with 0.5 mm
thickness and surface roughness defined as Ra ≤ 5 nm 2 of NEXCERA117B were supplied
to Braunschweig (by Nicolaus Copernicus University) and measurement of the loss angle
was performed there at room temperature using gentle nodal suspension method [148].
Measured loss angle for the four frequencies, from approximately 3 kHz to 21 kHz, is from
1.89 × 10−5 to 3.06 × 10−5, respectively. For the comparison, the loss angle of ULE is
1.7× 10−5 and Zerodur is 3.2× 10−4.

No NEXCERA-based cavity has yet achieved thermal noise floor performance, so the
real limitations are unknown. Generally, the Brownian effect of the spacer is much smaller
than that of the substrates and coatings due to its bulk body properties. Fig. 3.15 illus-
trates the thermal Brownian and thermoelastic noise contributions for various substrate
and coating configurations. The NEXCERA N117B spacer noise, depicted as the blue-
shaded area, is calculated for the loss angles ranging from 1.89 × 10−5 to 3.06 × 10−5.
NEXCERA worse loss angle gives almost the same Brownian noise as ULE spacer (purple
solid line in Fig. 3.15). All NEXCERA cavities, whose performance was published [95,
142, 149], are supplied with ULE substrates due to ULE transparency for the laser light
and similar thermal properties, such a comparable CTE. However, ULE exhibits a loss
angle that is at least an order of magnitude larger, resulting in increased Brownian noise.
As illustrated in Fig. 3.15 (left), Brownian noise from the ULE substrates would be the
dominant component, suggesting the replacement of ULE substrates with fused silica, as

2Ra is a commonly presented quantity defining the quality of surface, and it is the arithmetic average
of profile height deviations from the average value over the measured line.
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Figure 3.15: (Left) Brownian (Br) and thermoelastic (TE) noises shown as fractional amplitude
spectral density

√
Sy(f) for the three types of the substrates: ULE, FS and SCS. (Right)

Brownian noise of dielectric and crystalline coatings, along with noise generated by NEXCERA
N117B spacer for a loss angle ranging from 1.89 × 10−5 to 3.06 × 10−5. The sum of substrate
thermoelastic (TE) and Brownian (Br) noises is also included. ULE and NEXCERA spacer are
30 cm long, and the mirrors are plano-concave with ROC of 1 m.

it is commonly applied for ULE spacer cavity as well as in this work. This replacement
significantly reduces the Brownian noise from the substrates, which is a limiting factor in
the case of ULE (as shown in the upper right of Fig. 3.15). Nevertheless, this exchange
requires additional attention to the zero-crossing point due to different CTEs. Hence,
an analysis similar to Lagero et al. [150] is necessary for determining the effective CTE
of NEXCERA-FS cavity and adjusting this value with NEXCERA compensation rings.
This will be covered in the following section. Using FS substrates will reduce overall ther-
mal noise, and using SCS substrates will reduce thermal noise except for the 0.1 - 10 Hz
because of high thermoelastic noise in this range. Fig. 3.15 (right panel) demonstrates
that replacing the ULE spacer with NEXCERA does not affect the noise budget nega-
tively. Additionally, Fig. 3.15 shows the combined Brownian and thermoelastic noises for
substrates. The results presented in Fig. 3.15 suggest replacing ULE substrates with SCS
or FS.

Fig. 3.16 illustrates the noise budget for the 30 cm long NEXCERA cavity at 293 K,
with plano-concave mirrors (ROC = 1 m). The left panel shows how changing substrates
from ULE to FS or SCS will improve the overall thermal noise. Coatings’ thermo-optic
noise is ignored here because of its negligible influence on dielectric and optimized crys-
talline coatings. The best upgrade of ULE substrates seems to be the FS substrate with
crystalline constraints, which has much smaller TE noise than SCS (because of the small
CTE at room temperature). The right panel of Fig. 3.16 depicts an effect of increasing
the ROC from 1 m (solid line) to 10.2 m (dotted line). The bigger ROC with FS substrate
and crystalline coating will allow to reach the level ∼ 2.48 × 10−17 1/

√
Hz instability at

1 Hz. If the loss angle for NEXCERA is greater than ∼ 10−3 at 1 Hz (which is highly
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Figure 3.16: (Left) Total fractional amplitude spectral density
√

Sy(f) for the cavity with
NEXCERA spacer, three possible substrates, and dielectric or crystalline coatings, for plano-
concave mirrors configuration with ROC = 1 m and 30 cm long spacer. (Right) Total

√
Sy(f)

of a NEXCERA spacer cavity for three possible substrates materials with crystalline coatings
and two ROC (1 m and 10.2 m) of plano-concave configuration.

unlikely with 1.89× 10−5 for ∼3 kHz), the FS substrates will generate less noise than the
spacer. Then, it might be beneficial to consider using SCS substrates. However, SCS has
a higher CTE than FS at room temperature, which increases the thermoelastic noise and
could shift the zero-crossing temperature of the entire cavity to even lower values. This
topic will be discussed and explained in the following section.

Additionally, NEXCERA demonstrates superior thermal conductivity at room temper-
ature with values of 3.7 Wm−1K−1 for N113B, 4.2 Wm−1K−1 for N117B, and 4.5 Wm−1K−1

for N118C [96], compared to ULE which has a thermal conductivity of 1.3 Wm−1K−1 [151].
Therefore, NEXCERA offers a more homogeneous temperature distribution and better
dynamic stress behaviour under temperature changes than ULE.

3.4.2. Zero-crossing calculation

Room temperature cavities are commonly made of two different materials. Combining
materials with different CTE (spacer and substrates) results in a shift of the designed
spacer zero-crossing at room temperature. The first experimental evidence of this was
observed with a sapphire spacer and FS substrates at cryogenic temperatures, which
shifted the zero-crossing point and modified the shape of the effective CTE by adjusting
the substrate thickness [152]. In-room temperature setups, ULE spacer with FS substrates
are the standard configuration [29, 153–155]. NEXCERA and ULE show very similar CTE
curves and closely aligned zero-crossing points (see the left panel of Fig. 3.17). Therefore,
no significant zero-crossing deviation is expected. However, because of possible significant
improvement in the noise contribution by substrate, I will demonstrate that the change
of the substrate material will influence the zero-crossing point. Eq. 3.1 describes how the
temperature fluctuation influences the cavity length with identical spacer and substrate
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Figure 3.17: (Left) The CTE for considered materials (except for SCS) in the vicinity of room
temperature. The CTE of ULE, including the manufacturer’s uncertainty, and FS, are taken
directly from [43] and [156], respectively. (Right) The CTE for NEXCERA (red line) was
derived from the thermal expansion ratio ∆L/L [96] (as a derivative), depicted as the black line.

materials. For configurations involving two different materials, the CTE must be replaced
with the effective CTE [27]

αeff (T ) = αsp(T ) + 2δ
R

L
[αsb(T )− αsp(T )], (3.37)

where the αsp(T ) and αsb(T ) represent the CTE of the spacer and substrate, R is the
substrate radius, L is the spacer length and δ is the coupling coefficient. This coupling
coefficient depends on the geometry, sizes and materials of the substrates and spacer. In
[27] δ value was simulated by FEM.

In this work, I show how the coupling coefficient will change the zero-crossing tem-
perature for the NEXCERA spacer and ULE, FS, or SCS substrates for one, arbitrarily
assumed, value of δ. Further studies involving the FEM simulation would be necessary in
the case of a particular design.

Fig. 3.18 demonstrates how the composition of two materials in the spacer-substrate
setup (solid lines) shifts the zero-crossing point compared to a single material composi-
tion (dashed lines), assuming coupling coefficient δ = 0.49, which is similar to the value
determined by FEM simulations [27] for ULE and FS. According to Fig. 3.18 and [27], FS
substrates optically contacted to the ULE spacer cause a shift of ∼20 K. Additionally, the
substrate geometry and the coupling coefficient manipulation can be fine-tuned by adding
a so-called ULE compensation ring, introduced in [27], and commonly used in ULE-FS
cavities (also in [27]). By manipulating the compensation ring sizes, one may effectively
reduce the FS-induced zero-crossing shift.



CHAPTER 3. ULTRA-STABLE CAVITY THERMAL NOISE LIMITATIONS 52

Figure 3.18: Effective zero-crossing temperature for various compositions of spacer-substrate
configurations, e.g., ULE-FS denotes a ULE spacer with FS substrates. Calculations were per-
formed for a 30 cm long spacer, a 2.54 cm substrate radius, and a coupling coefficient δ = 0.49.



4. Cavity and cavity enclosure design

The previous chapter describes the fundamental limitations of cavity stability. Nev-
ertheless, many aspects must be addressed carefully to reach the < 10−16 fractional fre-
quency instability. In the current chapter, I will show the process of designing optical
resonators to become ultra-stable, i.e., reaching fundamental thermal noise floors in prac-
tice.

Initially, one must choose the cavity’s temperature to determine the spacer’s material.
Three materials are commonly used for the room temperature setup, where zero-crossing
points are between 5 oC and 35 oC: ULE [43, 151], Zerodur [42], and ceramic material
known as NEXCERA [96]. Currently, ULE replaced Zerodur due to its superior quality
factor. Each material has a characteristic behaviour of CTE (see Fig. 3.2) with zero-
crossing temperature. Zero-crossing may vary from piece to piece of the same material.
The goal is to find this point and precisely stabilize the temperature.

This chapter will provide the complete design of the vacuum chamber, thermal shields
and 30 cm-long ULE room temperature cavity. In addition, the vibrational analysis study
will be presented. Due to significant delays (over one year) in the delivery of the vacuum
system, work to complete the assembly of the cavity setup is still ongoing.

Fig. 4.1 illustrates the cavity setup and a significant part of the room, i.e., the build-
ing and separate foundations. The idea was to decouple the cavity from the building
vibrations with a separate foundation. Therefore, the cavity will rest on the separate
foundation, then on the post made from various materials (such as concrete, lead, gran-
ite, MDF) intended to dissipate and scatter low-frequency vibrations. Then, an active
antivibration platform will rest on a separate foundation and post. On top of that, the
vacuum chamber with the ultra-stable cavity will be placed, which is presented in more
detail at the bottom of Fig. 4.1. A cross-section of the zoomed vacuum chamber reveals
the part in-vacuum elements. Besides the vacuum chamber, three additional layers of
chambers are presented. In Fig. 4.1, they are called shields because of their purpose. The
first layer (orange chamber) will rest on three Peltier elements. The other two (red and
grey) and the Super Invar support rest on the glass balls. Finally, the ultra-stable 30 cm
long ULE cavity is positioned on the four elastic Viton balls.

53
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Figure 4.1: (Top) 3D scheme of the essential elements of the ultra-stable cavity setup, with the
part of the building foundation and foundation separated from the building. Additionally, a post
is made of various materials (lead, concrete, granite) and an active anti-vibrational platform TS-
300. All is closed in an acoustic box. (Bottom) Cross-section of the ultra-stable cavity vacuum
setup, thermal shields, Super Invar support, Teflon post, and Viton and glass balls. Different
colours are used only to distinguish layers. All thermal shields are made from specific aluminium
alloy.
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4.1. Ultra-stable cavity spacer geometry

Different approaches have been made to design the cavity’s most massive element,
i.e., the spacer. Choosing a bigger length L results in better fractional stability (Sy(f) =

Sx(f)/L
2), but with the potential drawbacks of greater susceptibility to vibration and

significantly larger cavity price, along with increased vacuum chamber volume and mass.
Furthermore, the cavity’s alignment (vertical or horizontal) and the spacer’s shape need
to be selected. Fig. 4.2 illustrates the typical spacer geometries in state-of-the-art optical
resonators. Each has its benefits and drawbacks. We decided to use a cylindrical ULE
spacer (top right in Fig. 4.2).

Fig. 4.2 shows the cavities without their support structures. In the actual setup,
horizontal cavities rest on four elastic Viton balls, which are usually positioned on four
Teflon posts. In contrast, vertical cavities (top left in Fig. 4.2) are supported at three
points by a rigid post structure made of materials such as PEEK [58].

Figure 4.2: CAD drawings of the typical geometries of state-of-the-art optical resonators include
the double-cone (top left) [3], cylindrical with the cut support pads (top right) [29, 153], and
commercial solutions i.e. cube shape [157, 158] and notched cavity [158]. Scale is not maintained.

4.2. Vibration-insensitive design of the cavity geometry

Vibration are one of the biggest limitations for the many precise experiments. For in-
stance, the performance of the long-range "free-falling" interferometers, even after multi-
stage pendulum isolation (so-called super attenuators) is limited below 10 Hz [88]. How-
ever, the background acceleration noises’ level depends on the apparatus location [159]. In
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the case of table-top ultra-stable cavities with rigid spacers, careful design of its geometry
may considerably decouple the cavity from the Earth’s movements and other vibration
sources [25, 26]. Over the years, several cavity spacer geometries and support structures
were tested [25, 26, 157, 158].

Figure 4.3: (Top) Finite element method simulation showing exaggerated displacement along
y-axis of the body experiencing acceleration for the non-optimal support point position (Left)
and Airy points (Right). (Bottom) By finding the optimal support points, the body will not
extend in size along the optical axis dimension (Bessel points), and the edges will remain parallel
(Airy points), resulting in a highly suppressed cavity susceptibility to external disturbances.

Fig. 4.3 illustrates the two effects that affect the cavity shape in the presence of
acceleration. In this simple 2D model, the black line represents the original shape without
gravity, and the colours indicate the displacement amplitude along y-axis. In the case of
a cavity, Bessel points refer to the support points where the spacer will not extend along
the optical axis (the length remains unchanged), whereas Airy points denote the support
positions at which the mirrors remain parallel. Finding a proper position for the support
points that minimizes both of these effects is the main goal of the cavity geometry design.

4.2.1. FEM simulation of the optimal support points position

Due to the sophisticated geometry of the spacer, I use FEM (Finite Element Method)
simulations made in Solidworks software, to find the optimal support points under 9.81 m/s2

acceleration. Optimal support for a mirror involves simultaneously finding both Bessel
points (no length change) and Airy points (mirror ends remain parallel), which reduces
cavity acceleration sensitivity [29, 160].

Fig. 4.4 shows a quarter of the cavity used for the FEM simulation, along with the
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characteristic dimensions. Here, ∆x, ∆y, and ∆z represent the distances from the optical
axis, the centre of the cavity, and the edge of the spacer to the support point, respectively.
These three dimensions and the support diameter are four crucial parameters I will adjust
to find the optimal solution. In the simulation, I benefit from the symmetry in the
xy-plane and xz-plane from the centre of the cavity and use a quarter of the cavity.
Fig. 4.5 shows the cavity scheme along with the meshing used for the FEM simulations.
A curvature-based mesh was implemented with varying mesh sizes: the mirror’s inner
surface at 0.05 mm, the support position at 0.02 mm, and the rest of the cavity at 1 mm.
The support pad dimensions, as depicted in Fig. 4.5, was set to 40 mm to provide sufficient
space for manoeuvring and the width was set to 5 mm.

Figure 4.4: Scheme of the quarter of the cavity with characteristic dimensions ∆x, ∆y, ∆z used
in the FEM simulation.

Fig. 4.6 illustrates the results of the FEM simulations of the cavity. The top left plot
shows the mirror’s tilt due to gravitational acceleration. The length extension due to
gravity and support points is close to zero, compared to the designed cavity length L.
We can observe that with the pivotal point at x = 0 and y = 0 (the mirror’s centre is
unchanged), the tilt of the mirrors changes on the scale of ∆L/L = 10−9. Therefore, the
optimal support location is between simulated values of ∆y = 87 mm and ∆y = 92 mm.
The effect of mirror’s parallelism is determined by identifying the sign change in the
mirror’s tilt, as presented in Fig. 4.6 (Top right). The linear fit identifies the optimal
point at 88.82 mm. The Airy support points are given by L/

√
3 relation, which results

in ∆y = 86.60 mm. Therefore, the difference is only ∼2 mm. It may shift slightly (∼ 1-2
mm) on both sides if ∆x were significantly different.

Fig. 4.6 (Bottom left) illustrates the effect of changes in the contact surface diameter
between the Viton ball and the spacer pads, denoted as dsupport. For a given ∆x and a
position in the zy-plane (∆z = 2 mm and ∆y = 86.82 mm) I simulated the change in
the cavity’s fractional length as a function of support diameter. The results show that
a larger dsupport increases the length of the cavity both in the optical axis and 1 mm
above it. Specifically, between dsupport = 1.5 mm and dsupport = 2 mm, the fractional
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,

Figure 4.5: Picture of the meshed quarter (Top left) of the cavity, together with crucial elements
i.e., mirror inner surface (Top right), support pad (Bottom left), and zoomed support area
(Bottom right).

length changes by 10−10. Thus, we can theoretically manoeuvre to find the optimal Airy
position by choosing different Viton balls (sizes and hardness). We can shift the fractional
cavity length by fixing an optimal ∆y and changing ∆z, as shown in the bottom right of
Fig. 4.6. From the analysis performed in this section, we observe that the optimal support
points depend on numerous parameters, making practical implementation challenging.
Nevertheless, the results of the simulations presented in Fig. 4.6 demonstrate the available
space for adjustment.

After completing the design of the cavity, we ordered the spacer and substrates from
Optrovision and the coatings from Thorlabs Crystalline Solutions. Fig. 4.7 illustrates a
photograph of the designed ultra-stable ULE cavity, along with the corresponding FEM
simulation of displacement in the y-direction at the optimal support points.
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Figure 4.6: (Top left) Fractional displacement of the mirrors in the y-direction under the Earth
acceleration. The support diameter dsupport was set to 1.5 mm and ∆z = 2 mm. (Top right)
An angle of the mirrors tilt for the different δy distance. Data is taken from the top left figure.
Fit shows the optimal Airy point where the mirrors are parallel in ∆y = 88.82 mm. (Bottom
left) Fractional displacement of the mirror’s centre (blue line) and 1 mm over the optical axis
(orange line) in the function of changing support points diameter and (Bottom right) distance
from the edge of the pad in the z-direction in the Earth acceleration (g = 9.81 ms−2).
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Figure 4.7: Photo of our 30 cm long ULE cavity with fused silica substrates and ULE compen-
sation rings, along with its finite element method simulation in 1 g.

4.2.2. Cavity support structuture

In the actual design, the cavity will rest on four elastic Viton balls positioned on Teflon
posts and laid into a structure made of Super Invar. It is crucial for this structure to have
a similarly low coefficient of thermal expansion at room temperature to prevent structural
tensions. According to Fig. 3.1, the CTE of Super Invar is only approximately three
times larger than that of ULE, and for Teflon, it is about five times larger.

Fig. 4.8 top left shows five possible Viton balls, ranging from a diameter of 1/8" to
3/8" and with hardnesses from 70A to 90A on the Shore scale. A glass ball will be used
between the Super Invar support and the first thermal shield. The top right of the Fig. 4.8
illustrates the support structure without the cavity resting on it, and the bottom left with
the cavity. The aluminium cavity was machined to have the same size and mass as the
ULE equivalent to observe the effect of ball squeezing and to refine the process of safely
positioning the cavity.
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Figure 4.8: Mass and size equivalent aluminium model of the ULE cavity together with super-
invar support structure, teflon posts and various possibles size of viton balls and glass ball, which
will divide super-invar and first aluminium thermal shield.
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4.2.3. External half-rings for the support points correction

As presented in the previous section, support points are sensitive to changes in almost
all parameters, from the positioning in the support pads and support area diameter to
the manufacturing precision of the spacer itself. Also, simulations involving cavities with
Viton balls may differ from those simplified with a fixed area performed in this work.
Moreover, precise positioning of cavity support balls may be challenging in practice.

Therefore, it is helpful to have a backup plan to adjust the optimal point, e.g., by
applying an external load to the cavity. I performed a simulation with additional external
Teflon half-rings, which effectively reshapes the mirror’s tilt and the distance between
mirrors. Fig. 4.9 illustrates how the shape of the mirror, for ∆z = 1 mm, dsupport =

1.75 mm, and ∆z = 92 mm (blue line), is adjusted and reshaped by an additional external
Teflon half-ring for ∆z = 92.45 mm (orange line). The proper positioning of the external
mass half-ring on the spacer allows the shift of the optimal support point without moving
the cavity.

Figure 4.9: (Top) The 3D model of a ULE cavity support structure with the Teflon half-rings
on the top of a spacer for the mirror shape adjustment. (Bottom) The effect of shifting the
Airy point with the external Teflon half-ring placed on the top of the cavity.
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4.3. Mitigation of acoustic and seismic noise

4.3.1. Acoustic insulation

Despite the ultra-stable cavity residing in an ultra-high vacuum (UHV) of ∼ 10−9 mbar,
acoustic noise will influence elements outside the vacuum and create noise. The presence
of acoustic noises in the system may introduce significant limitations, especially for higher
frequencies (kHz) proposed for gravitational wave detection. Therefore, several steps were
taken to mitigate these noises, beginning with the measurement of the resonance frequen-
cies of the cavity room (the room where the cavity will be situated). These were measured
by inducing a sinusoidal signal from speakers in the 20 - 500 Hz range and detecting the
response with accelerometers inside the active anti-vibrational platform Table Stable TS-
300, where the cavity will be situated. In addition to internal passive isolation, the TS-300
offers an active stabilization mechanism. Knowing the resonant frequencies allows the de-
sign of passive isolation for the most significant frequencies.

Figure 4.10: The diagram shows the calculated resonance modes for the cavity room using Eq.
4.1, for modes up to nrx, ry, rz = 3. The room dimensions are Lrx = 4.65 m, Lry = 1.91 m,
and Lrz = 3.0 m. Additionally, the diagram illustrates the shapes of the three lowest frequency
modes at maximum pressure, depicted in red and blue for better visualization. These mode
shapes were calculated using [161].

An approximate formula for the speed of sound as a function of temperature is given
by vs(T ) ≈ 332 + 0.6T , where T is the temperature in degrees Celsius. Using this, along
with the formula

f =
vs
2

√(nrx

Lrx

)2
+
(nry

Lry

)2
+
(nrz

Lrz

)2
, (4.1)
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one can calculate the room resonances, where the nrx, ry, rz are the modes number (1, 2, 3, ...)
and Lrx, Lry, Lrz are the length 4.65 m, width 1.91 m and height 3.00 m, respectively.
Fig. 4.10 illustrates the resonance modes up to nrx, ry, rz = 3 for the cavity room and the
shape of the three lowest frequency modes. These calculations were performed to initially
check the resonance values. At higher frequencies (above 300 Hz), the resonances become
denser and harder to separate, which is in good agreement with the measurements (see
the top panel in Fig. 4.11). In Fig. 4.11, five calculated resonances are shown (dashed
light blue lines) to demonstrate the agreement of the calculations with the measurements.
These resonances are located at 93.3 Hz, 120.1 Hz, 142.5 Hz, 171.6 Hz, and 194.1 Hz.

During the measurements, resonances were induced by speakers positioned outside the
room, transmitting through a closed door. To prevent any resonance generation, we aim
to create an "echo-free" (soundproof) room by isolating it from external noise sources
(e.g., door isolation) and by installing acoustic foams, absorbers, diffusers, and bass traps
in the room’s interior. The sound absorption coefficient (SAC), defined as the ratio of
sound energy absorbed by a material Eabs to all incident energy Einc, is given by α(f) =

Eabs/Einc. SAC strongly depends on material properties such as density, porosity, and
irregularities. Furthermore, the SAC of any absorber depends on the sound wavelength;
thus, larger wavelengths require larger or longer absorbers. For walls made of painted
concrete, α ranges from 0.01 to 0.1, depending on the frequency. The sound absorption
coefficient αs for the acoustics foams and absorbers varies from 0.6 at 125 Hz to 0.85 at
250 Hz, and increases for higher frequencies, approaching 1. The active stabilization for
the TS-300 operates within the 0.7-200 Hz range, while passive methods are more effective
for higher frequencies. Fig. 4.12 illustrates the effect of the room’s soundproofing.
Measurements were performed with and without active stabilization of the TS-300. The
results presented in Fig. 4.11 show that active stabilization significantly reduces noise
amplitude.
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Figure 4.11: Results of the room acoustic resonance measurements using TS-300 internal ac-
celerometers for the vertical direction Lrz with five exemplary calculated resonances at 93.3 Hz,
120.1 Hz, 142.5 Hz, 171.6 Hz, and 194.1 Hz (Top), longer horizontal direction Lrx (Middle), and
shorter horizontal direction Lry (Bottom). After measurements (depicted as "no isolation"),
proper acoustic isolation foams were positioned in the room to attenuate the acoustic resonances.
Black dots indicate isolation installed with the active anti-vibrational platform mode switched
on. In the end, the cavity will reside in an additional acoustic box, resulting in the suppression
of resonance even further.
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Figure 4.12: Cavity’s room before and after acoustic insulation. The black-taped rectangle in
the right photo represents a separate foundation on which the Table Stable TS-300 rests during
the measurements.

4.3.2. Seismic insulation

Apart from high-frequency acoustic noise, there is low-frequency vibration of the
ground, known as seismic noise, which limits both table-top cavities and long-range LIGO
interferometers. Because actively isolating the setup in the mHz-Hz frequency range is
very challenging, we design and construct passive isolations in the form of separate foun-
dation and the post made of various density materials. As presented in Fig. 4.12 (black
area surrounded by black-yellow tape), the cavity will be placed on a separate founda-
tion to decouple the cavity from building movements and disturbances. Additionally,
the cavity room is located below the ground surface, which should reduce environmental
noises induced by human activity. Furthermore, posts of various density materials (lead,
granite, concrete) were constructed to decrease the mHz-Hz noise even further. In the
end, the cavity will rest on a TS-300, which actively isolates seismic noise above 0.7 Hz,
with potential upgrades to the bandwidth of active isolation by integrating an external
seismometer. In our case, we acquired a three-dimensional low-noise seismometer, Guralp
3T-360, which shows self-noise levels as low as 4×10−8 m/s2 in the range of 360 s (2.8 mHz)
to 50 Hz, and even better 1× 10−9 m/s2 in the range of 0.003 Hz to 3 Hz. Additionally,
three one-dimensional 731A/P31 Wilcoxon accelerometers with a bandwidth of 0.05 Hz
– 450 Hz will be attached to the exterior of the vacuum chamber for higher frequency
corrections.

To assess the impact of the separate foundation and general background noise in the lo-
cation of the cavity, we invited Janusz Mirek and Lukasz Rudzinski from IGF PAN. They
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performed measurements using three GeoSIG VE-53-BB (bandwidth 8s-160Hz) seismome-
ters and Nanometrics TCPH (bandwidth 120s-108Hz) under normal operational condi-
tions in the laboratory, including activities such as walking, door opening, and talking.
Fig. 4.13 illustrates the cavity room during the measurements. GeoSIG seismometers
were positioned at three locations: the building foundation, separate foundations, and
a post, for comparative analysis. The detailed results of the seismic measurements in
the form of Probabilistic Power Spectral Density (PPSD) are presented in Fig. 4.14 and
Fig. 4.15. Seismometers located on the post show slight mitigation of the seismic signal
at low frequencies, i.e. below 1 Hz, which was the goal of this design. However, there is
a signal amplification at frequencies from 30 to 80 Hz. This won’t be a problem because,
using TS-300, we can actively mitigate 30-80 Hz. Therefore, the post and the separate
foundation reduce the seismic signal to around 0.1 Hz and below, but the effect is not
significant. As it is shown in Fig. 4.14 the noise level is lower than the New High Noise
Model (NHNM) [159], except in the 1-10 Hz range.

Additionally, Fig. 4.15 compares the signals from two Nanometrics (bottom figures)
and Geosig (top figures), demonstrating the PPSD of the acceleration. According to the
Nanometrics data shown in Fig. 4.15, for 5 - 20% of the time, the signal is weaker than
the NHNM, particularly at lower frequencies, which are crucial for our applications and
more challenging to mitigate and cancel.

Figure 4.13: Photos taken while measuring the seismic noise in the cavity room. Detectors are
highlighted in white ovals. GeoSIGs are positioned in three locations for comparative analysis:
on the main building foundation, the separate foundation, and the post built on the separate
foundation. Additionally, a low-frequency Nanometrics detector is placed on the post.
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Figure 4.14: Probabilistic power spectral density of the seismic measurements for the (Top)
post, (Middle) separate foundation, (Bottom) building foundation for the GeoSIG VE-53-BB.
The left column depicts the horizontal direction, and the right column is vertical. Janusz Mirek
and Łukasz Rudziński from IGF PAN, Warsaw, recorded and analysed data presented in these
figures.
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Figure 4.15: Probabilistic power spectral density of the seismic measurements for the post for
the (Top) GeoSIG VE-53-BB and Nanometrics TCPH (Bottom). The left column depicts the
horizontal direction and the right vertical direction. Janusz Mirek and Łukasz Rudziński from
IGF PAN, Warsaw, recorded and analysed data presented in these figures.
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4.3.3. Transfer function measurements using 689 nm and 698 cavities

Measurements discussed in this subsection were performed on two existing 10 cm ULE
cavities, not on the 30 cm ULE cavity that is designed in this work. We analyzed the
cavity’s frequency response to vibrations to understand its dynamic response to external
perturbations, which is essential for optimizing feed-forward techniques. By introducing
disturbances to the 698 nm ultra-stable cavity, we measured how specific frequencies and
amplitudes of perturbation impact the laser frequency. The quantitative relationship of
the variation in laser frequency induced by external perturbations is referred to as the
transfer function (TF). The method for measuring the transfer function is illustrated
in Fig. 4.16 (Top), as a block scheme. A periodic sinusoidal disturbance between 0.1-
500 Hz was applied to the 698 nm cavity breadboard using a modified Visaton BG 20
speaker, with a 3D-printed post attached to its membrane, which was fixed to the cavity
breadboard. An accelerometer monitored the speaker’s output to measure breadboard
movements as a signal amplitude for a given frequency.

To measure the TF of the setup, an unperturbed reference is necessary. As the two
lasers’ frequency differs by about 9 nm, an optical frequency comb is required to transfer
the stability between them. In the experiment the 698 nm laser, was narrowed and
stabilized to a cavity. The repetition rate of an optical frequency comb was stabilize
to the 698 nm cavity too, while 689 nm laser was locked to the unperturbed cavity.
Additionally, 689 nm light was beat noted with the nearest teeth of the comb. In this
way, the stability of two cavities with different wavelengths was transferred through the
comb. Mechanical modulation of the 698 nm cavity broadens the beat note signal, as
observed on a spectrum analyzer (see Fig. 4.17), indicating the vibration’s impact on
cavity frequency.

Fig. 4.18 shows the speaker with the 3D-printed post (left panel), the speaker posi-
tioned below the cavity breadboard during measurement along with the sinusoidal signal
recorded by an accelerometer (top right panel), and a spectrum analyzer displaying the
detected frequency beatnote in the comb room (bottom right panel). The vibration effect
of the speaker was measured by the broadening of the beatnote compared with the one
without oscillation. In the middle panel of Fig. 4.17), three exemplary beatnote signals
are shown: one without oscillation and two with oscillations at 0.3 Hz and 3 Hz. The
final TF is presented in the bottom panel of Fig. 4.17. Fig. 4.17 shows that the largest
shift in laser frequency occurs up to 100 Hz, with two maxima at 170 Hz and 250 Hz at
higher frequencies. The ultra-stable cavity is almost insensitive to vibrations exceeding
300 Hz. As the TF distribution exhibits non-trivial behaviour, such as linear growth,
decrease, or a constant shift (see bottom of Fig. 4.17), it must be digitally programmed
into a DDS. The correction signal is then sent directly to an AOM for the final frequency
adjustment (as presented at the bottom of Fig. 4.16).
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Figure 4.16: (Top) Block scheme of the transfer function measurements. The measurements are
performed by optically locking a 698 nm clock laser with a 698 nm laser via an optical frequency
comb. Induced vibrations by the modified speaker are observed with an accelerometer and beat
note with a spectrum analyzer to create the transfer function. (Bottom) Schematic diagram
illustrating a potential application of the transfer function to the ultra-stable cavity system by
sending an analog or digital signal to the AOM, which corrects the frequency.
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Figure 4.17: (Top) Two exemplary sinusoidal signals from the accelerometer located on the
cavity’s breadboard, together with the background signal (without oscillation). (Middle) The
influence of corresponding 0.3 Hz and 3 Hz vibrations on the 689 nm laser beatnote broadening.
(Bottom) The results of transfer function measurements as a ratio of disturbed FWHM beat
frequency [Hz] to accelerometer signal amplitude [V] in the range of 0.1 - 500 Hz.
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Figure 4.18: (Left) Photo of a 3D-printed post glued to the speaker’s membrane, which served as
a vibration generator, alongside an opened acoustic box of the 698 nm ultra-stable cavity. (Top
right) Photo of the ongoing measurements where the speaker is placed below the breadboard
of the cavity. The oscilloscope shows a sinusoidal signal recorded by an accelerometer placed
on the breadboard. (Bottom right) Photo of the spectrum analyzer displaying the detected
frequency beatnote in the comb room.
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4.4. Vacuum chamber and thermal shields

4.4.1. Vacuum chambeer design

The performance of any apparatus using light for measurement purposes may also be
constrained by the vacuum level within the hosting chamber. The fluctuating number
of molecules along the light trajectory affects the optical path length Loptical due to the
variation of the optical refractive index n, and it is connected with the physical cavity
length by Loptical = nL. The refractive index as a function of temperature T and pressure
p is described by the corrected Edlen equation [162, 163].

n− 1 =
p(n− 1)s
96095.43

[1 + 10−8(0.601− 0.00972T )p]

1 + 0.0036610T
, (4.2)

(n− 1)s = 3× 10−8
[
8342.54 +

2406147

130− 1/λ2
+

15998

38.9− 1/λ2

]
, (4.3)

where λ is the laser wavelength equals 1.55 µm. According to Eq. 4.2, the refractive index
in T = 293 K is

n− 1 ≈ (2.43× 10−9/Pa)p. (4.4)

This gives a connection between the fractional frequency instability and pressure vari-
ation ∆p

∆ν

ν0
= ∆n ≈ (2.43× 10−9/Pa)∆p. (4.5)

To achieve the calculated theoretical thermal limit of 4.83× 10−17 at one second, one
must provide a pressure fluctuation of < 1.98×10−8 Pa. Therefore, the cavity must reside
in the ultra-high vacuum (UHV). Fig. 4.19 illustrates the cavity vacuum chamber with
the most important elements to preserve the required vacuum level. The optical elements
necessary for mode-matching, PDH, etc., will be on the optical breadboard surrounding
the vacuum chamber. The entire chamber is made of aluminium, which exhibits high
thermal conductivity, allowing for isotropic temperature distribution. Additionally, the
top part of the vacuum chamber is made from a single piece of aluminium, which provides
better thermal isotropy and decreases the probability of leakage compared to a chamber
made of individual walls. The top left panel in Fig. 4.19 shows a 3D view of the pumping
elements of the vacuum system. Since the chamber is made of aluminium, an adapter to
CF is necessary. The adapter to CF will be connected to the chamber using an indium
seal. The rest of the elements are typically connected via a tee fitting, a valve for turbo
pumping, and a 20 l/s ion pump, which will maintain the vacuum during the experiment.
The bottom left panel of Fig. 4.19 shows how the glass windows structure will look. The
surface of the viewports is tilted to prevent unwanted etalons, as seen in the bottom left
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panel in Fig. 4.19. The bottom right panel of Fig. 4.19 shows the connection scheme
between the top and bottom parts of the chamber with an indium wire.

Figure 4.19: 3D model of the vacuum chamber setup with an exploded view of the crucial
elements necessary to achieve and sustain an ultra-high vacuum.
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4.5. Thermal shields

There are three main types of heat transfer: conduction, convection, and radia-
tion [164]. In the case of an ultra-stable cavity, radiation is a major source of heat
transfer. To decrease the amplitude and rate of heat transfer, i.e. temperature changes,
the cavity is additionally enclosed within three chambers (see Fig. 4.20). The first cham-
ber, the active shield, lies on Peltier modules, which stabilize the temperature at the
cavity’s zero-crossing point. The other two inner chambers, in Fig. 4.20 called as passive
shields, lie on glass balls. The two passive shields are designed to extend the timescale of
temperature fluctuations. The whole setup achieves a time constant of > 10 days [165].
As ultra-high vacuum (UHV) guarantees a negligible effect of convection, conduction is
significantly reduced by using glass balls between each shield layer, which provides a small
contact surface and low thermal conductivity κ ∼ 1 W/mK. Therefore, the heat exchange
is due to radiation between consecutive thermal shield layers. The radiative heat flow
q̇rad from the surfaces area A is described by the Stefan-Boltzmann law q̇rad = σSBϵAT

4,
where σSB and ϵ are the Stefan-Boltzmann constant and emissivity, respectively. In the
case of the radiative heat flow between two equal and parallel surfaces with temperatures
T1 and T2 (T2 > T1), and emissivities ϵ1 and ϵ2, it is described as [164]

q̇rad =
σSBA(T

4
2 − T 4

1 )

1/ϵ1 + 1/ϵ2 − 1
. (4.6)

For more sophisticated cases, such as different geometries, calculating the so-called
view factor between those surfaces is required [166]. Eq. 4.6 indicates that emissivity
must be minimised. Usually, to achieve high reflectivity (low emissivity), people use
superinsulation foil, golden-coating or high-quality surface polishing. In this work, the
thermal shields and vacuum chamber were manufactured and polished to below Ra 0.3 and
0.5, respectively. Moreover, to preserve isotropic temperature distribution, the vacuum
chamber and thermal shields are made of aluminium alloy PA-13/AW-5083, which exhibits
a high thermal conductivity of 117 W/mK. For comparison, stainless steel, a commonly
used material for UHV, has a thermal conductivity of 15 W/mK.

Fig. 4.20 illustrates the scheme of the vacuum housing along with thermal shields and
the electrical analogy to a low-pass RC filter. The right panel shows a schematic of the
behaviour of a sinusoidal temperature fluctuation on the active shield and the subsequent
passive shields.

Fig. 4.21 presents the 3D design of the cavity thermal shields and the ultra-stable
cavity with invar-teflon support structure. Fig. 4.22 illustrates the top and side views
of the ultra-stable cavity’s support structure and thermal shields. The Peltier modules,
shown in the bottom panel of Fig. 4.22, adjust the temperature of the internal layers to
match the zero-crossing temperature. To manage the heating or cooling of the Peltier
modules, we will install several resistance thermometers Pt1000 at various points, such
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Figure 4.20: (Left) Sketch of the cavity’s vacuum housing and thermal shields, illustrating
how the thermal shielding functions as a low-pass filter for temperature fluctuations. (Right)
Schematic behaviour of an exemplary sinusoidal temperature fluctuation on an active shield,
followed by its attenuation through subsequent passive shields.

as near the panels and on the top part of the last shield (orange layer). By monitoring
the actual temperature with Pt1000, we can precisely stabilize the thermal shield to the
zero-crossing temperature by controlling the Peltier modules current.
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Figure 4.21: 3D design of the cavity, support structure, and consecutive thermal shields. All the
shields are made from aluminium. Different colours are used only to distinguish layers.
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Figure 4.22: Top and side views of the 3D design of the cavity support structure and consecutive
thermal shields. All of the shields are made from aluminium. The colours in the illustrations are
used only for layer distinction



5. Ultra-stable optical cavities for gravitational waves detection

5.1. Theoretical introduction to the wave equation in general relativity

The General Theory of Relativity (GR) can be expressed through two fundamen-
tal postulates: the equivalence of the local gravitational field and non-inertial reference
frames, and the invariance of physical laws under coordinate system transformations,
known as general covariance. Formulas that follow these postulates are collectively ex-
pressed in Einstein’s field equation (EFE), which describe how the distribution of mass
and energy on the right-hand side of the equation influences the geometry of space-time
on the left-hand side [113]

Rµν −
1

2
Rgµν =

8πG

c4
Tµν , (5.1)

where Rµν is the Ricci tensor (m−2), R is the scalar curvature (m−2), gµν is the metric
tensor (dimensionless), G is the gravitational constant (m3kg−1s−2), c is the speed of light
(ms−1), and Tµν is the energy-momentum tensor (Jm−3).

The complexity of the metric tensor makes the EFE solution challenging. Therefore,
soon after Einstein created the principle of GR in 1916 [167], he derived a linearised
field equation [168]. The so-called weak-field approximation states that the complete
and complex form of metric tensor gµν can be simplified to the sum of Minkowski flat
space-time tensor ηµν and small linear perturbation hµν . This simplification reduces the
hyperbolic-elliptic partial differential equations of GR to the linear system. Moreover, an
appropriate selection of the gauge helps to solve the problem in a simple analytical form
of

□hµν = −16πG

c4
Tµν , (5.2)

where □ = ∂µ∂µ = 1/c2∂2
t − ∂2

x − ∂2
y − ∂2

z depicts the d’Alembert operator.
Eq. 5.2 has a typical form of the wave equation ( □ Potential = source) as in electrody-

namics, where □Aν = −µ0J
ν . Applying the so-called Newtonian limit, we can prove the

physical meaning of hµν as a gravitational potential V , more specifically h00 ∼ 2V/c2. The
final step interests us as observers and involves finding a solution outside the source, i.e.,
in a vacuum, where Tµν = 0. By solving □hµν = 0 with the so-called transverse-traceless

80
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gauge condition, we obtain the solution with only two degrees of freedom (known as plus
h+ and cross hx polarisations). The amplitude of GW can be expressed as

hµν =
2G

c4
Ïµν
d

, (5.3)

where Iµν is quadrupole moment of the GW source and d is the distance to the observer.
The constant part of Eq. 5.3 is equal 2G/c4 ≈ 10−44 s2 kg −1 m −1. Therefore, the part
characterising the source must be big, even for astrophysical objects.

According to Eq. 5.3, at least a quadrupole moment is required for the emission of
gravitational radiation. The monopole moment represents the mass-energy of the isolated
system, and it cannot change due to the conservation law of mass-energy1. Variations in
the gravitational dipole moment are also forbidden due to the conservation of momentum
within the system. Therefore, the first nonzero second derivative of time in the multipole
expansion corresponds to the quadrupole moment. Hence, GW is emitted only by dynamic
and non-axially symmetric massive objects. Step-by-step derivation of the formulas from
this chapter is presented in textbook [113].

Figure 5.1: Behaviour of the test mass frame under the gravitational wave propagating in z

direction, for pure plus h+ (Left) and cross hx (Right) polarisations. However, within the
framework of metric theories, there exists an extensive group of alternative theories to tensor
gravity theory, which predicts up to six polarisations [169–171].

The behaviour of gravitational waves (GW) is illustrated in Fig. 5.1. It shows that the
distances in the x and y directions change simultaneously, with the x direction decreasing
while the y direction increases by the same amount. This behaviour is akin to the ordinary
tidal effect and can be demonstrated through a comparative analysis of classical tidal
acceleration and the Newtonian limit of EFE. Hence, if LGW represents the length of
the original unperturbed frame, propagating gravitational waves induce a total change in
both directions, resulting in 2∆LGW . This change is referred to as GW strain and it is
denoted simply as strain

1This is analogous to electromagnetism, where the total charge cannot vary, and thus monopolar
radiation does not exist. Variations of the dipole moment are necessary for the electromagnetic radiation.
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h =
∆LGW

LGW

. (5.4)

To have some understanding of the magnitude of the strain which we aim to observe,
one considers two neutron stars (NS) with the lowest allowed NS mass, M = 1.17 M⊙ [172]
separated by a distance of rd = 500 km on their orbits. Additionally, they are situated
d = 20 Mpc away from the Earth observer, encompassing the entire Local Supercluster.
In such a scenario, the detected strain amplitude is on the order of [173]

h ≈ 2G

c4
2GM2

drd
= 3.86× 10−23. (5.5)

Therefore, the required level of precision is equivalent to measuring the distance to the
nearest star (α Proxima Centauri) with an accuracy of approximately 9× 10−8 m, which
is comparable to the size of a molecule or the wavelength of extreme ultraviolet light.

5.2. Introduction to the gravitational waves sources and detection methods

Gravitational radiation has a continuous spectrum limited around 10−19 Hz from below
by the age of the Universe. Its frequency is strictly connected to the characteristic size and
dynamics of the individual stars (so-called burst sources) or binary system (inspirals and
mergers), such that GW frequency depends on double the orbital frequency fGW = 2forb.
The binary systems are expected to be the main source of GW emission, which is already
confirmed by the observations [174, 175].

Kepler’s law connects the orbital period to the objects’ masses when classically treating
this binary system. This connection allows us to introduce a reasonable approximation of
the maximum emitted frequency by the binary without full relativistic description, known
as the innermost stable circular orbit frequency. This frequency is strictly connected to
the movement of the binary system components around the centre of mass, such that the
gravitational wave frequency is equal [113]

fISCO =
c3

63/2πG

1

Msum

≈ 4397
( M⊙

Msum

)
Hz. (5.6)

According to 5.6, the maximum frequency of the binary system is determined by their
masses Msum = m1 + m2. Hence, a detector bandwidth is appropriately designed for
the desired astrophysical objects. The following important and widely used quantity is a
chirp mass [13]

M =
(m1m2)

3/5

(m1 +m2)1/5
=

c3

G

( 5

96
π−8/3f−11/3ḟ

)3/5
, (5.7)

where f depicts wave frequency and ḟ its evolution. According to the Eq. 5.7, knowledge
about f and ḟ , by looking at the waveform signal (Fig. 5.2), is enough to derive a lower
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Figure 5.2: Time evolution of a typical strain signal for both plus h+ and cross hx polarizations
for the two black holes merger. The distance from the observer was set at 20 Mpc, and the black
hole’s masses were 30⊙ each. Figure plotted using PyCBC package [176].

bound for the binary system mass. To summarize, Eqs. 5.5, 5.6, 5.7 define the most
fundamental properties of gravitational wave sources and gravitational radiation.

5.2.1. Gravitational wave sources

Gravitational radiation sources may be distinguished by three primary parameters:
maximum characteristic strain frequency fmax (ultra-low frequencies < nHz, low nHz−µHz,
average µHz−Hz, high Hz−kHz, and ultra high > kHz), dynamics of the emission process
itself (inspiral, burst and continuous) and the origin of the gravitational radiation sources
(stochastic, astrophysical or cosmological). In this section, I will share a general view
of the GW sources based on the emitted maximum strain frequency. According to Fig.
5.3 the lowest frequency (except for stochastic background which probably covers whole
spectrum up to 10−19) is generated by supermassive black holes mergers (SMBH - SMBH)
[202], because of their high masses exceeding 106M⊙. The most probable act of emission
happens during a collision of galaxies, which have SMBHs in their centres [210].

The second significant range consists of µHz−Hz waves covering astrophysical objects,
such as compact binaries (white dwarf (WD) binaries, AM CVn and Ultra-compact X-ray
binaries) [205, 211], extreme mass ratio inspirals (EMRI) which happen when a compact
object, e.g. WD, NS or black hole (BH) is falling into the SMBH [203, 212], and extreme
mass ratio bursts (EMRB) when lower massive component of a binary has high eccentric
orbit, and consequently it burst GW during each pericenter passage [204]. The last average
frequency sources are the intermediate massive black holes mergers (IMBH-IMBH), which
is supposed to be the natural link in the transition phase between BH and SMBH. The
simulations [213] and observations [214] indicate that the global clusters and dwarf galaxies
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Figure 5.3: The top and bottom graphics illustrate the current status of the existing and proposed
detectors with possible GW sources, plotted in the function of the GW frequency (lower x-axis)
and wavelength (upper x-axis). Blue arrows show the characteristic objects and their distances
compared to the GW wavelength. Detectors: TOBA [177], LGWA [178], Earth normal modes
[179], GPS [180], Cassini and ULYSSES [181], LISA [182], OC [14], MSPs [183], SKA [184],
NANOGrav [185], DECIGO [186], ELGAR [187], NEMO [188], OLC [189], ET [190], LIGO
Livingston and Virgo o3 [191], GEO [192], KAGRA [192], resonant detectors: Auriga [193],
Allegro [194], Explorer [194], Nautilus [194], Schenberg Antenna [195], Mini-Grail [196], MAGE
[197], Holometer [198], MAGO-like [199], L-detector [200], CE [201]. GW sources: SMBH-SMBH
[202], EMRI [203], EMRB [204], compact binaries [205], IMBH-IMBH [202], IMBH-BH [206],
SNIa [202], stellar cc [207], NS-NS [208], BH-BH [202], axions and PBH were calculated using
equations from [113, 209].
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should be the IMBHs’ main habitat. However, their existence wasn’t confirmed until the
LIGO-Virgo detection in 2019 [215]

The next characteristic area lies in-between average and high frequencies zone (Fig.
5.3) and is populated by intermediate-mass black hole (IMBH)-black hole (BH) mergers
[206] and type Ia supernova (SNIa) bursts since it is predicted that their explosions are
highly asymmetric 2.

The last interesting astrophysical range covers frequencies detected by existing ground-
based detectors such as LIGO, Virgo, KAGRA, and phenomena like two black hole merg-
ers (BH BH) [13], neutron star mergers (NS-NS) [217] and stellar core-collapse [216].
In general, GW with frequencies higher than 8-10 kHz is expected to be dominated by
non-classical sources, such as primordial black holes (PBH) [218, 219] or axion-based grav-
itational waves [220, 221]. GW sources beyond the standard model are predicted to exist
in high-frequency range, i.e. above 10 kHz. These objects are particularly interesting for
the proposed Ultra-Stable Optical Cavity (USOC) gravitational wave detector.

5.2.2. Gravitational wave detectors

Thanks to the theoretical proofs of the detectability of gravitational waves [222, 223],
people began developing tools to observe them. The first serious attempt was made by
Joseph Weber in his description of the detector based on the antenna reciprocal relation-
ship of quadrupole mass detector [224]. The so-called Weber bars working principle is
based on acoustic resonance phenomena in large aluminium cylinders triggered by the
propagation of GW. Despite Weber reporting several detections at the 1660 Hz resonance
[225], nobody repeated these results, and almost certainly, the detector’s sensitivity (at
the level of 10−16) was too low for successful detection. While direct detection was highly
improbable, indirect observation showed promising results. Thanks to the Arecibo radio
telescope, people observed the orbital period decay of a pulsar (the Hulse-Taylor pul-
sar [226]) in a binary system with other neutron stars. The characteristic shape of the
pulsar’s period decline agrees with the predictions of general relativity for energy losses
through the gravitational radiation emission, as observed from 1981 to 2012 [226, 227]. It
was the first experimental proof of the GW’s existence.

This discovery provided a solid support for constructing a long-baseline direct GW
detector based on Michelson interferometry, following the concepts proposed by Gertsen-
shtein [228] and Weiss [229]. The general working scheme is quite simple. When the GW
passes through the instruments, it extends one arm and shrinks another. Hence, mirrors
in a "free-fall configuration"3 will feel the additional force. The light circulating in both

2Because of the weak supernove (SN) signal only Milky Way range is detectable in near future. The
rate of SNIa events in our galaxy is estimated to be 0.5± 0.2 events per century [216].

3Frequently used phrase to describe the behaviour of the interferometer mirrors in the direction of the
laser beam. These quotes in the literature are used to emphasize the fact that the force between mirrors
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arms would travel different distances, which results in a change of the interferometry
pattern and the following light intensity on the photodiode. Theoretically, this detector
should be more sensitive and broader in the spectra than the resonant analogue. In 1983,
a 40 m arm-length interferometer was introduced [230], and later, a longer km-size de-
tector was proposed [231]. Since then, LIGO and later Virgo improved their sensitivity,
resulting in the first GW direct detection in 2015 [13]. To date, three observational runs
have been performed by the LIGO-Virgo collaboration. Ninety events were confirmed in
total, where the vast majority were BHs mergers (BH-BH), along with two black hole -
neutron star mergers and two neutron - neutron stars (NS-NS) mergers [174, 175, 232].
The total mass and luminosity distance (i.e. distance from the observer calculated by
measuring absolute and apparent magnitudes) of binary systems were in the range from
2.74+0.04

−0.01 M⊙) and 40+8
−14 Mpc (NS-NS) to 142+28

−16 M⊙ and 5.3+2.4
−2.6 Gpc, which was the

first observational evidence of the existence of a BH with a mass of bigger than 100 M⊙,
so-called intermediate-mass black hole (IMBH) [233]. The fourth observation run started
in May 2023 and is scheduled for 20 months. KAGRA detector [234] officially joined this
campaign.

Because the range of maximum sensitivity for LIGO-like observatories (i.e. LIGO,
Virgo, KAGRA, GEO600) spans between ∼ 10 Hz and several kHz, plenty of other types
of detectors has been proposed to cover the rest of frequency spectrum (Fig. 5.3). Starting
from the lowest frequencies in Fig. 5.3, the first detectors are radio telescopes observing
the regularity of the pulsars’ signal emission. Fifteen years of observational data from
a set of 67 pulsars reveal statistically correlated disturbances, identified as gravitational
background by NANOGrav [235]. The other three ongoing projects depicted in Fig.
5.3 are Parkes Pulsar Timing Array PPTA [183], binary MiliSecond Pulsar MSP [183]
and proposed Square Kilometer Array (SKA) [184]. For the period of less than a day,
space satellites and probes were involved, i.e. GPS [180], Cassini and Ulysses [181].
Moreover, big-scale detectors are planned, such as Laser Interferometer Space Antenna
(LISA) [182] and DECi-hertz Interferometer Gravitational-wave Observatory (DECIGO)
[186], and optical clocks [14] sensitive to the GW’s induced Doppler shift. Planet scale
detectors were also proposed to observe GW, namely Lunar Gravitational-Wave Antenna
(LGWA) [178] and Earth’s ring’s [179] as a planet-size resonant object in analogy to
Weber bars [224]. Another approach requires using atom interferometry like the European
Laboratory for Gravitation and Atom-interferometric Research (ELGAR) [187]. The only
existing room-scale experiment for mHz waves is based on modulation and up-conversion
of GW frequency by using TOrsion-Bar Antenna (TOBA) [177] 4. Detectors larger in

in the optical axis is so negligible that we can treat them as free-falling in this direction.
4It’s worth mentioning that authors of the paper [177] did not address the thermal noise of the

substrates and coatings of the mirrors, which should have significantly decreased the sensitivity comparing
to the reported values.
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size and, therefore, more sensitive than LIGO are proposed in the range from Hz to
kHz. These include the Neutron Star Extreme Matter Observatory (NEMO) [188], the
L-detector [200], the Cosmic Explorer (CE) [201], and the Einstein Telescope (ET) [190].
Frequencies beyond LIGO range are filled by Optically Levitated Sensors (OLS) [189],
Holometer [198] and Multi-mode Acoustic Gravitational wave Experiment (MAGE) [197].
For the frequencies beyond the spectrum shown in Fig. 5.3, gravitational radiation signal
is restricted by the cosmic microwave background observations around <10−15 Hz [236].
At the frequencies higher than 107 Hz plenty of detectors are proposed or already built
[237–240].

In this work, we propose to use ultra-stable cavities (USOC in Fig. 5.3) as a gravita-
tional wave resonant detector to fill the range between a typical LIGO-like interferometer
and OLS. Therefore, our detector will be able to detect both astrophysical events such as
neutron star mergers (NS-NS) and more exotic sources (PBH and Axions).

5.2.3. Characteristic strain, amplitude and energy density explained

Fig. 5.3 shows only typical signal frequencies and detector bandwidth frequencies
without considering gravitational radiation amplitude. However, three typical amplitude-
like quantities can be plotted to demonstrate the detector’s performance compared to
the source signal. First is characteristic strain, denoted as hc, which is a dimensionless
quantity formulated to consider the integration of the signal from the periodic, inspiralling
GW sources. The major benefit of this approach is the fact that the vertical distance
between the curves is directly associated with the signal-to-noise ratio (S/N) as follows
[202]:

(S/N)2 =

∫ +∞

−∞

[
hc(f)

hn(f)

]2
d(logf), (5.8)

where hn indicates detector noise amplitude. On the other hand, hc does not show the
instantaneous amplitude of the gravitational wave. This aspect is properly represented
by the amplitude spectral density (ASD)

√
Sh(f) [unit 1/

√
Hz]. Relation between hc(f)

and Sh(f) is hc(f) =
√

Sh(f)f .
The last quantity is energy density ρgw defined by T00 component of the energy-

density tensor in Eq. 5.1. Nevertheless, instead of ρgw the dimensionless GW density
per logarithmic frequency interval is commonly used [241]

ΩGW (f) ≡ 1

ρc

dρgw
d ln f

, (5.9)

where ρc is the critical density for which the Universe has Euclidean spatial geometry.
Therefore we may treat ρc as a normalisation factor equals ρc ≡ 3c2H2

0/8Gπ, where H0

is the Hubble constant which varies from (67.4 ± 0.5) km s−1 Mpc−1 [242] to (74.03 ±
1.42) km s−1 Mpc−1 [243].
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The choice of the GW amplitude representation (hc(f),
√
Sh, Ω(f)) depends on the

phenomena one want to plot. As mentioned, hc allows us to consider signal integration
and

√
Sh gives the instant strain value, and it is connected to the RMS. On the other

hand, dimensionless energy density is commonly used to describe stochastic GW sources
when it is hard to distinguish individual source amplitude. All of the quantities are related
by the formula [202]

Ω(f) =
2π2

3H2
0

f 3S2
h(f) =

2π2

3H2
0

f 2h2
c(f). (5.10)

5.3. Ultra-stable cavity as a resonant detector

According to the antenna reciprocity theorem in electromagnetism, transmitted and
detected signals should be treated as identical. Based on that statement and adapting it to
general relativity, Weber proposed the first generation of gravitational radiation detectors
based on quadruple mass antenna [224]. Therefore, GW passing through the detector
triggers the mechanical resonance of the mass antenna. Piezoelectric elements attached
to the surface of the mass act as direct signal sensors. Consequently, the resonance
induces a piezoelectric effect that can be detected as a current flow [225]. Weber’s idea
was developed through the years for the detector’s different shapes and sizes [193–197]
up to recent planet-scale detection proposals [178, 179]. Unfortunately, despite a superb
noise reduction resulting in almost reaching a designed sensitivity, there is no undoubted
evidence of GWs’ events observed by a resonance detector. Recently 5.5 MHz signal was
detected by an acoustic bulk detector [244]. However, the authors do not definitely claim
that the observed signal is due to gravitational radiation. Nevertheless, the discussions
on the feasibility of the MHz GW detection are worth mentioning [245, 246].

The detector proposed in this work, based on a table-top ultra-stable optical cavity,
employs the same fundamental principle introduced by Weber but in a new fashion [15].
The idea is to use Fabry-Pérot resonators that have already been independently developed
for optical atomic clocks [247] (see Fig. 2.9) without the need to create a new, specific
type of detector. As a result, this project can benefit from the progress in optical fre-
quency standards. With some adjustments (described in this chapter), it could become
a gravitational wave detector while still improving and simultaneously playing a crucial
role as a clock’s flywheel.

5.3.1. Principle of observation and mathematical description

We propose two possible operational schemes for USOC for gravitational wave detec-
tion. The first scheme does not demand any changes to the current vacuum chamber
designs and optical cavities themselves [15]. The only required difference is having two
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Figure 5.4: Schematic design of the ultra-stable optical cavity GW detector with the perpendic-
ular alignment of the resonator setup for optimal signal detection. The relative length change
between the cavities is observed by the frequency or phase difference between the lasers’ beams
stabilised to the cavities. PD means photo-diode. Picture taken from [15].

cavities instead of one because a reference is needed to detect changes in the cavity length
due to GWs (Fig. 5.4). Moreover, to enhance the detection sensitivity, resonators must be
aligned perpendicularly to each other, either in the horizontal (as in Fig. 5.4) or vertical
plane. In this case, light, which is frequency-locked to one of the cavity modes, works
as a distance discriminator. Changing the path of a photon inside the optical cavity by
shrinking and extending the spacer length will move the frequency of the cavity mode
according to the formula ∆L/L = −∆ν/ν. With the laser frequency locked to the cavity
mode frequency using the Pound-Drever-Hall technique [2], any change in the cavity’s
length is transferred to the frequency or the phase of the light. Any signal disturbances
will be then detected on a photo-diode (PD) as a beat-note signal either with the light
uncoupled from the main beams or transferred through both cavities (like in Fig. 5.4).
In the former case, the light has high intensity, improving the beat-note detection signal
compared to the latter case when the cavity filters the light and only small signal power
is transferred for the beat-note observed on a PD (see Fig. 5.4).

In the vicinity of the GW with frequency fGW , a bar-like detector with a resonant
frequency f0 can be modelled as a driven, damped harmonic oscillator [113] in the form
of two masses separated by a distance L with a spring. The mass displacement x caused
by a plane GW with frequency fGW , flying through the spring and polarised along the
spring, can be expressed using the following equation of motion

ẍ(t) + 2βẋ(t) + 4π2f 2
0x(t) = FGW (t), (5.11)

where β := πf0ϕ is a damping parameter related by definition with spring mechanical loss
angle ϕ, and FGW = −1

2
hL(2πfGW )2 cos(2πfGW t) is a GW force acting on the detecting

setup.
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According to Eq. 5.11, our model uses classical Newtonian force, which triggers the
detector and is an approximation simplifying the entire process. This picture is justified
only if the typical size of the detector is much smaller than a typical signal variation,
denoted as the gravitational reduced wavelength λ = λ/2π. According to Eq. 3.11 and
the definition of the speed of sound in the material vs =

√
E/ρ, the ratio of typical

lengths is the ratio of sound and light speed as follows: L/λ = vs/2c. Therefore, if the
speed of sound in SCS is vs,SCS ≈ 8791 m/s, then L/λ ≈ 10−5 << 1. Hence, the classical
approximation is effective, and there is no need to use the entire relativistic picture.

A gravitational wave passing through the detector manifests as strain h, causing a
mirror position x disturbance. In general, a transfer function G(f) transforms the GW
strain into an observable effect on the detector—in the case of USOC, this effect is the
movement of mirrors. When moving from the time domain represented by x(t) and h(t)

to the frequency domain x̃(f) and h̃(f), which is the natural language for this analysis,
the general solution of Eq. 5.11 is [113]:

x̃(f) = G(f)h̃(f). (5.12)

For the case of Eq. 5.11, we obtain the following transfer function [113]

G(f) =
L

2

f 2

(f 2
0 − f 2) + iff0ϕ

. (5.13)

The above-mentioned transfer function is perfectly valid for a system of two masses
connected by a spring. Although it approximates most radially symmetrical systems, the
transfer function for a solid bar differs by a small constant [113]

G(f) =
2L

π2

f 2

(f 2
0 − f 2) + iff0ϕ

. (5.14)

The optimal sensitivity to GWs achievable by the system, expressed as the GW strain-
equivalent power spectral density Sh(f), is connected to the PSD of the noise within the
system Sx(f), through the following formula

Sh(f) =
Sx(f)

|G(f)|2
. (5.15)

Brownian thermal noise of the cavity spacer, which is the resonant body of the detector
(Eq. 3.10), and the formula for transferring strain to the mirror’s displacement (Eq. 5.14),
have a similar resonant-like structure with the same value of f0. Hence, sensitivity to strain
is cancelled due to thermally-induced resonant noise, as shown in the transfer function
formula (Eq. 3.10) and in Fig. 5.5 (black dotted line). Therefore, the spacer alone does
not behave as a resonant detector because its sensitivity is flat over the whole spectrum
without the typical resonant sensitivity peak. However, the cavity’s overall performance
is a sum of all elements’ contribution, i.e. substrates and coatings (see Eq. 3.35). The
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Figure 5.5: The overall Brownian thermal noise
√

Sx(f) (Top), inverse transfer function
|G(f)|−1 (Middle) and sensitivity for gravitational wave detection

√
Sh(f) for the whole cavity

and spacer alone (Bottom). Two typical spacer materials i.e. ULE (Left) and SCS (Right) in
their zero-crossing temperatures were chosen. Both cavities coatings are dielectric.
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contribution of substrates and coatings increases the level of noise (decrease the sensitivity√
Sh(f)) in the whole spectrum except for resonant frequency (black line in Fig. 5.5).

In this scenario, the detector can be named a resonant because of the high sensitivity
amplification around f0 compared to the rest of the frequencies. Fig. 5.5 graphically
explained the working scheme of the resonant mass detector. The bottom pictures depict
the difference between the Brownian spacer case and overall cavity sensitivity. Therefore,
the peak sensitivity is limited by the spacer’s thermal properties, and the remaining noises
determine the bandwidth.

Figure 5.6: Two standard spatial configurations of an ultra-stable optical cavity used in optical
atomic clock experiments, i.e. cylindrical shape spacer positioned horizontally and double-cone
shape aligned vertically [3]. The picture depicts a 3 D model of the 50 cm long ULE cavity
(Horizontal) and 21 cm SCS cavity (Vertical) along with the mesh used for the Finite Element
Method (FEM) simulation and the results of fundamental frequency mode f0 calculations in the
optical axis direction. FEM performed in Solidworks.

In the case of USOC, the analytical resonance formula (Eq. 3.11) is not accurate
in determining cavity resonance position sufficiently. Therefore, real-case adjustments
were made by considering the cavity shape, Earth’s gravity field, and support points
(Fig. 5.6). Using material constant from Tab. 3.1, FEM simulation was performed for
several existing state-of-the-art and future possible cavity set-ups. The Tab. 5.1 shows a
comparison between the analytical and FEM calculations of the f0 position. The mesh
resolution is adjusted to the local radius of curvature, ranging from 1.5 mm to 7 mm.
Moreover, further analysis is limited to the fundamental mode f0, ignoring the overtones
due to the ring-down limit, which is the next fundamental limitation. Ring-down limit is
connected to the Fabry-Perót detector’s detectable range within the frequency spectrum,
which is constrained by the finite speed of light and the number of roundtrips. The finesse
of the detector plays a crucial role in determining the number of photon reflections within
the optical cavity before exiting, influencing the feedback to the laser frequency. A higher
finesse results in an extended ring-down time for a photon in the cavity and a reduced
detector bandwidth. The maximum detectable frequency of gravitational waves, denoted
as fRD, for a given finesse F is bounded by
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fRD <
πc

FL
. (5.16)

Fig. 5.7 shows a ring-down vs frequency plot with the fundamental acoustic resonance
f0 (dashed lines) of the 0.3 m cavities made from typical spacer’s materials. Resonance
is calculated analytically using Eq. 3.11, and material constants are taken from Tab. 3.1.
It indicates the maximum finesse of the cavity, allowing one to observe the fundamental
resonance mode while avoiding the ring-down. Quantitatively it is FSapphire = 174573,
FSCS = 209799, FNEXCERA = 255885, FZerodur = 315512, FULE = 340818.

Figure 5.7: Ring-down in the function of finesse with additional fundamental mode frequencies
for 0.3 m spacer made of most commonly used materials. The blue curve gives an upper limit
for the maximum finesse for a given spacer material to detect fundamental f0 mode, and the
blue-shaded area is the exclude region.

According to the Tab. 5.1 values obtained analytically comparing to the FEM are
in every case of material and length lower by ∼200 Hz up to ∼500 Hz. Therefore, the
difference is non-negligible when talking about real-life applications, whereas in the worst-
case scenario, it is a larger difference than the resonance bandwidth itself.

5.3.2. Gravitational wave sensitivity plots
√
Sh

An ultra-stable optical cavity GW detector can cover the sensitivity range from a single
kHz to one hundred kHz. We can manipulate the resonance values with the material and
spacer’s length. The rest of the noises (mainly coming from coatings) are responsible
for the resonance bandwidth, and their reduction is non-trivial. Additionally, the Q-
factor is not perfectly known a priori for the particular material, and its experimental
value often does not fit the theoretical expectations. Therefore, measurements of the Q-
factor are usually required for real validation. That is why one can find in the literature
different values for the particular material at a given temperature (see chapter 3.2.5). In
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Table 5.1: Comparison between analytical (Eq. 3.11) and numerical (FEM) calculations of the
resonance position of ULE, SCS, and sapphire cavities with cylindrical shape and different spacer
lengths. The parameters for both calculation and simulation were taken from Tab. 3.1.

Ultra-low expansion glass (ULE)
0.05 m 0.2 m 0.3 m 0.5 m 1 m 2 m

Analytical [Hz] 55300 13800 9220 5530 2770 1380
FEM [Hz] 55700 14100 9500 5830 2890 1540

Single-crystal silicon (SCS)
0.05 m 0.2 m 0.3 m 0.5 m 1 m 2 m

Analytical [Hz] 89800 22500 15000 8990 4500 2250
FEM [Hz] 90200 22700 15300 9330 4790 2430

Sapphire
0.05 m 0.2 m 0.3 m 0.5 m 1 m 2 m

Analytical [Hz] 108000 27000 18000 10800 5400 2700
FEM [Hz] 108000 27300 18400 11300 5540 2980

this section, I will show the GW sensitivity limited by the thermal noises of the USOC
detectors in various configurations of length, spacer’s and substrates materials and its Q-
factor values, coatings materials, beam spot sizes and its heating influence (see chapter 3).
A bigger spacer outer radius will also be shown and discussed (see more in chapter 3).

It is worth illustrating the current status of state-of-the-art ultra-stable cavities and
their potential strain sensitivity, as is demonstrated in Fig. 5.8. Since no material break-
through is expected under room temperature conditions, reducing the operating temper-
ature to cryogenic is the most natural solution for improving the performance of stable
resonators. Fig. 5.8 depicts the projected GW sensitivity of existing SCS cavities at
124 K, 4 K, and room temperature 48 cm long ULE cavity [3, 29], and presented in this
work 30 cm ULE cavity [153]. According to Fig. 3.9, the Q-factor, which determines
the thermal stability and strain sensitivity (Fig. 5.8), is significantly higher for the SCS
and sapphire than in ULE, Zerodur or NEXCERA (at least 2 orders of magnitude), and
increase with lowering the temperature. Therefore, SCS and sapphire are proposed to be
the future ultra-stable optical cavity gravitational wave detectors (Fig. 5.9, 5.10).

In further analysis, single-crystal silicon and sapphire will be used at 4 K and at ultra-
cryogenic sub-Kelvin regime to demonstrate limitations of the USOC strain sensitivity
(Fig. 5.9). An ultra-cryogenic technology is already well-established, as proven by the
resonant gravitational wave detector AURIGA, which reached 140 mK in 1996 [248].
SCS cavity and sapphire cavities in ∼4 K operate for at least two decades [5, 8, 30,
249]. Although sub-Kelvin cavities were not yet reported in a peer-review paper, they are
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Figure 5.8: Theoretical thermal limits for the gravitational wave sensitivity shown as amplitude
spectral density of the strain

√
Sh for the current best ultra-stable cavities [3, 5], together with

the predicted sensitivity for the 30 cm cavity designed in this work (black line) [153].

already working successfully [48]. Fig. 5.9 depicts the sensitivity difference for two values
(the worst and the best) of the quality factor at 4 K. Fig. 5.9 shows the difference between
4 K and 20 mK for the best Q-factor, and finally, the predicted difference in the dielectric
and crystalline coatings at 20 mK. We see that lowering temperature up to 20 mK gives
an order of magnitude better sensitivity than 4 K (

√
Sh ∼

√
T ). All material properties

were assumed to be no worse than in the nearest reported temperature. However, only
FS shows worse Q-factor and CTE in cryogenics than at room temperature.

Both Fig. 5.9 and Fig. 5.10 depict strain sensitivity
√
Sh for the five exemplary spacer

lengths ranging from 5 cm to 2 m, to show the achievable frequency span covered by USOC,
which is additionally drawn in the form of dash-dotted and dotted lines representing
residing temperatures of 20 mK and 4 K, respectively (Fig. 5.10). However, the 5 cm
spacer is not a fundamental limitation, especially for shorter spacer lengths. There are
ongoing efforts to develop very compact and portable cavities. A great example of this
work is a 6.3 mm ULE spacer, with the optically contacted FS substrate of 6.5 mm
thickness [154]. Due to the similar sizes of the spacer and substrates, this "mini-cavity"
will have two relatively close resonance peaks: one from the spacer and the second from
the substrates. The resonance peak for the spacer is at f0,ULE = 438942 Hz, and for the
substrate, it is at f0,FS = 443105 Hz.

Besides selecting the cavity’s component materials and surrounding conditions, one
can modify the cavity geometry to enhance its sensitivity. According to the Eq. 3.14
minimum detectable strain may be further improved. Fig. 5.11 (top figure) shows the
GW sensitivity dependence on the spacer radius for SCS and sapphire for 4 K and 20 mK
for 1 m spacer. In previous calculations, a 5 cm outer radius was set by default for all
cavity lengths. Here, we propose using a spacer with a diameter half the size of the
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Figure 5.9: Theoretical thermal limits for the gravitational wave sensitivity shown as amplitude
spectral density of the strain

√
Sh. The spacer’s length determines the possible frequency span of

the proposed USOC detector. (Top) SCS detector with dielectric coatings residing in 4 K with
the most optimistic (solid lines) and pessimistic (blue dashed lines) values of spacer’s Q-factor
found in the literature (see Fig. 3.9). (Middle) SCS detector with dielectric coatings and the
biggest spacer’s Q-factor residing in 4 K (solid lines) and 0.02 K (dotted lines). (Bottom) SCS
detector with the biggest spacer’s Q-factor residing in 0.02 K with dielectric (dotted lines) and
crystalline coatings (dash dotted lines).
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Figure 5.10: Theoretical thermal limits for the gravitational wave sensitivity shown as amplitude
spectral density of the strain

√
Sh for two commonly used spacer’s material for ultra-cryogenic

conditions (here in 20 mK). Dash-dotted and dotted lines represent thermal limits for the GW
sensitivity determined by the spacer’s Q factor in 20 mK and 4 K, respectively. Both cavities
are supplied with crystalline coatings.

spacer’s length. Even further outer radius enlarging is possible but may be unpractical
because of the high spacer mass at the end (mass is proportional to the radius squared).
For the SCS and sapphire 1 m spacer, the proposed method improves the sensitivity to
the GW by a factor of 5 and an order of magnitude for the 2 m long cavity (Fig. 5.11).
This process is profitable up to 5 cm outer radius for the 20 cm long spacer.

It was proven that the change of spacer internal and external properties improves
the maximum sensitivity to the GW strain. On the other hand, the remaining noises
are responsible for the detection bandwidth. Therefore, we can broaden the detectable
frequency range by improving cavity substrates and coatings noises (see Fig.5.12).

Fig. 5.12 shows several scenarios for the USOC default (typical size of spacer and beam
spot on the mirrors) and enhanced (larger size of spacer and beam spot on the mirrors)
detector design. Two extreme SCS spacer lengths, i.e. 2 m and 5 cm in temperature
of 20 mK, were chosen to show the bandwidth broadening effect. The top pictures in
Fig. 5.12 shows the difference between dielectric and crystalline coatings (solid lines),
together with the increased beam spot size on the mirrors (dashed lines). By default,
in all calculations, mirror curvature was set to be ROC1 = 15 m and ROC2 = 20 m.
The convex-concave configuration (here ROC1 = 15 m and ROC2 = - 20 m) generates
a significantly bigger spot size and consequently lower thermal noises (dashed lines).
Quantitatively, for 2 m long spacer, the width of the resonance at 10−23 increases from
∼ 23 Hz in dielectric to ∼ 105 Hz in the crystalline coatings. Furthermore, a bigger spot
size in convex-concave configuration gives the resonance width of ∼ 33 Hz and ∼ 154 Hz
for dielectric and crystalline coatings, respectively. Increasing the beam spot benefits in
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Figure 5.11: (Top) Strain sensitivity for spacers made of SCS and sapphire in the function of
spacer radius for 1 m long cavity (Bottom) Limit of the strain sensitivity for the default spacer
radius (dash-dotted line) for sapphire and SCS together with improved sensitivity obtained by
the spacer’s radius enhancement as one-fourth of the cavity length (dotted line). Sapphire (best)
and SCS (best) show the best sensitivity curve (solid line). Cavities are supplied with dielectric
coatings.
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Figure 5.12: (Top) Strain sensitivity is limited to the resonance vicinity for 2 m and 5 cm long
spacers made of SCS at 20 mK. The resonance width at a given level depends on the substrate and
coating material. Dashed lines depict the bigger spot size on the mirror achieved by using convex-
concave configuration, ROC1 = 15 m and ROC2 = - 20 m, comparing to the same curvature
radii to but with typical concave-concave configuration ROC1 = 15 m and ROC2 = 20 m (solid
line). (Bottom) Strain sensitivity for the default spacer radius with a bigger spot size on the
mirror (black dashed line) with the influence of the coatings heating by the laser beam (black
dotted line). Effectively, the coatings and substrates temperature were set at 2 K. Additionally,
red dotted and solid lines depict the strain sensitivity for the bigger spacer with and without the
heating effect, respectively.
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1.5 times wider detectable frequency range at 10−23. For these reasons, considering the
more challenging design of convex-concave mirrors is rewarding. For the higher frequencies
∼ 90 kHz where a 5 cm SCS spacer has a resonance, dielectric and crystalline coatings
give 81 Hz and 258 Hz of width at 10−23, respectively. The laser beam spot size increase
results in broadening up to 92 Hz and 417 Hz, respectively.

The bottom part of Fig. 5.12 shows the influence of the mirror’s heating by the laser
beam (dotted line). The heat transfer from the mirrors in a sub-Kelvin temperature
is ineffective because of the decreasing mirror’s conductance. It results in a maximum
local temperature in the laser beam spot on the mirrors. Therefore, a cooled cavity
up to, e.g. 100 mK, has a nonhomogenous temperature distribution with the mirrors
(coatings and substrates) at a higher temperature and a spacer in the desired conditions.
By performing a simple simulation, I show that the heating for the light raises the SCS
surface temperature to ∼1 K in a 100 mK environment. However, in Fig. 5.12 2 K heating
was plotted (with 20 mK spacer) for a higher (than typically used) beam power shining
on the mirror’s surface. To sum up, the mirror heating effect narrowed the resonance
from ∼ 270 Hz to ∼ 17 Hz in a bigger outer radius spacer for 2 m long spacer (red solid
and dotted lines) and from 417 Hz to 41 Hz for a 5 cm long spacer.

Figure 5.13: Strain sensitivity for the currently existing and future-planned detectors, together
with the USOC performance limits and 4 K and 20 mK, and enhanced USOC sensitivity by the
spacer size enlargement (solid blue line depicts). Moreover, one exemplary SCS curve for 0.2 m
long SCS spacer with typical beam spot size and crystalline coatings. Already build detectors are
Cassini [181], AURIGA [193], Mini-GRAIL [196], Schenberg Antenna [195], LIGO Livingston and
Virgo o3 [191]. Future-planned detectors : TOBA [177], NEMO [188], DECIGO [186], ELGAR
[187], OC [14], ET [190], OLS [189], L-detector [200], CE [201], MAGO-like [199].
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Fig. 5.13 shows the GW strain sensitivity of the best existing and future-planned
detectors in the 2–100 kHz frequency range. This spectra part comprises several possible
astrophysical and non-astrophysical gravitational radiation sources. The strain frequency
of the astrophysical GW sources is limited at the high-frequency part at the ∼10 kHz, by
neutron stars’ post-merger phase and stellar core collapse (Fig. 5.14). Every signal beyond
these is treated as non-astrophysical (or beyond the standard model) and is suspected to
be a new theoretically predicted particle and macro-object. According to Fig. 5.13, SCS
in 4 K is more sensitive to high-frequency GWs than long-baseline interferometers. The
blue dotted, dashed and solid lines in Fig. 5.13 show the peak sensitivity performance of
the SCS USOC systems with the spacer length ranges from 2 m to 5 cm. Cavities in 4 K
are already more sensitive to the high-frequency GWs than long-baseline interferometers.
In addition, the USOC in 20 mK significantly improves sensitivity at 2–100 kHz range
compared to the existing LIGO-like detectors and proposed OLS [189] and MAGO-like
[199] detectors. Therefore, depending on the spacer’s length, the USOC detector may
cover both astrophysical and beyond the standard model sources, with the peak sensitivity
surpassing other detectors.

5.3.3. Astrophysical sources

According to the general understanding of gravitational radiation generation, the char-
acteristic frequency is connected to the individual object’s mass [113, 250], and masses
of the binary system, so-called chirp mass (see Eq. 5.7). Hence, USOC GW detector
with the feasible 2-100 kHz frequency range is limited to the specific type of astrophysical
gravitational radiation sources, such as collapsing stellar cores and binary neutron stars
(NS) inspirals, mergers, and post-mergers (NS-NS).

Stars with masses higher than ∼ 9 M⊙ end their lives in rapid collapses. Theoretical
prediction based on general relativistic numerical simulations [251–253] shows that the
asymmetric collapsing stellar cores are typical burst gravitational waves emitters [254].
Depending on the progenitor mass and metalicity, three main remnant scenarios are pos-
sible: neutron star creation (9 – 25 M⊙), black hole by fallback (25 – 40 M⊙) and direct
black hole generation (> 40 M⊙) [255]. Both mass and metalicity, together with the pro-
genitor spin, determine the waveform, i.e. the shape of the emitted GW. In the Fig. 5.14
(thick solid lines), three exemplary

√
Sh of the CcSN within Milky Way range (30 kpc)

are presented [207, 254, 256]. Despite the visible differences between models, they all have
peaks around 1 kHz and typical amplitude-dropping shapes for frequencies higher than
1 kHz.

The second astrophysical objects that emit kHz GW is binary neutron stars (NS-NS)
in the inspirals, mergers and post-mergers phases. All NS-NS curves presented in Fig. 5.14
are simulated by [208] using the H4 and IF equation of state (EOS) [257, 258]. Within
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Figure 5.14: Comparison of GWs sensitivity of USOC with predicted GWs signals for the three
typical astrophysical sources. Blue dotted and solid lines depict sensitivities for 0.05 - 2 m long
SCS spacers in 20 mK (taken from Fig. 5.13). Additionally, three exemplary sensitivities for
2 m, 1 m, and 0.5 m long SCS spacers are presented (typical beam spot size and crystalline
mirrors). The green area presents binary black holes (BH-BH) mergers in the 20 Mpc range.
Singal is calculated analytically using innermost-stable circular orbit conditions for the individual
black hole mass bigger than >2.74 M⊙. Three exemplary models of the Core-collapse Supernova
(CcSN) at the distance of 30 kpc are presented: CcSN (Anderson et al.) [256], CcSN (Mezzacappa
et al.) [254], CcSN (Cerda et al.) [207]. Moreover, GW signal from three exemplary models of
the neutron-stars (NS-NS) inspirals, mergers and post-mergers are plotted as a potential signal
source [208].
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mentioned EOS, three exemplary models are presented in Fig. 5.14 (thin solid lines) for
the span of Local/Virgo Supercluster (20 Mpc). Despite the specific shape differences, the
maxima land between 2-3 kHz and rapidly relax with amplitude fall. Although the tidal
effects emitted during the inspiral are beyond the sensitivity frequency range, the post-
mergers (signal above 1kHz) from massive neutron star remnants [259, 260] are produced
by the majority of NS-NS mergers [261]. Aligning the optical cavity mechanical resonance
with the peak of the GWs signal requires at least 1.5 m spacer length. Such a long spacer
in cryogenics may be technically challenging but still doable. We already know that such
events occur [217, 262, 263], which makes this a low-risk project.

According to the LIGO observation of neutron stars mergers, the mass of the remnant,
which may be a black hole, is between 2.01 - 2.74 M⊙ [264, 265], which agrees with
the theoretical prediction of Tolman-Openheimer-Volkoff limit. The upper limit was the
maximum mass of each black hole in the merger from Fig. 5.13. Gravitational wave
amplitude and frequency were calculated analytically for the innermost stable circular
orbits (ISCO) of the BHs binaries with two exact masses >2.74 M⊙. Using the moment
of inertia for the binary system and putting it into the Eq. 5.3 one can obtain

h = −4(π2G5)1/3

c4
µ

d
M2/3

sumf
2/3 cos(2ωt). (5.17)

where µ is the system reduced mass m1m2/(m1 + m2) and ISCO frequency is given by
[113]

fISCO =
c3

63/2πG

1

Msum

≈ 4.4× 103
( M⊙

Msum

)
Hz. (5.18)

The mentioned signals, such as CcSn and NS-NS, allow us to observe the post-event
signal. Therefore, the inspiral integration does not occur here. Nevertheless, estimated
sensitivity allows us to observe the signal without second-long integration times. Another
drawback is that the narrow resonance would observe only a tiny piece of the waveform
evolution. To improve this, one need another cavity with a different size and correlate
signals from them to reconstruct the entire signal. Nonetheless, observation is possible
and worth attempting. However, detection of the sources beyond the standard model
seem more promising for small, already existing USOCs.

5.3.4. Sources beyond the standard model

The studies, based on relativistic simulations, prove that the recognizable GW signal
from the astrophysical objects ends at ∼8 kHz (see previous chapter and Fig. 5.14). The
signal is emitted in all phases of the event for NS-NS and CcSN, which maxima land
at ∼2-3 kHz and ∼1 kHz, respectively. If any strain signal with frequencies higher than
8-10 kHz is detected, it will prove the existence of so-called beyond-the-standard model or
non-astrophysical sources. The coalescences of the subsolar-mass BH binaries represent
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the first kind of sources. As mentioned in the previous chapter, the lowest possible BH
mass is ∼2 M⊙. There are no known mechanisms through standard stellar evolution to
produce the BHs with masses below ∼1-2 M⊙ (see previous section). Detecting the BHs
with the masses below that limit will indicate their primordial origin. The observations
of such a binary merger are significant for verifying several important hypotheses, i.e.
subsolar-mass BH potential contribution to the dark matter distribution [266–268] and
verification theories on dark matter triggered formation of BHs [218, 219, 269]. Strain
signals were calculated using Eq. 5.17, 5.18 for the ISCO of the equal masses binary BHs
system in the Milky Way range, i.e. 30 kpc (green area in Fig. 5.15).

Figure 5.15: Comparison of GWs sensitivity of USOC with predicted GWs signals for two beyond
the standard model sources. The green area depicts the signal emitted by the potential subsolar-
mass black holes binary system for the ISCO within the Milky Way range (30 kpc). The solid blue,
orange, red and brown lines present predicted signals due to GWs emitted from axions/ALPs
around BHs in our galaxy within 10 kpc for one-day coherent integration time [209, 270].

The second type of sources treated as non-astrophysical are axions and ALPs (axion-
like particles). In contrast with subsolar-mass BHs where the binary system emits the
potentially detectable signal, the light bosonic fields such as axions may form gravitation-
ally bound states in the black hole vicinity [271–274]. The signal frequency and amplitude
depend on the particles’ mass, occupation density and the distance from the black hole
horizon.

Several interesting mechanisms exist for GW emission from ALPs and axion sources.
These mechanisms include transitions between gravitationally bound levels, annihilation
of axions/ALPs to gravitons, bosenova collapse of the axion/ALPs cloud, and superradi-
ance, which will be the focus of this work. In this phenomenon, the number of particles
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increases exponentially at the cost of energy and angular momentum of the rotating black
hole through superradiance [275] forming a coherent axion/ALPs bound state emitting
GW [189, 209, 220, 221, 270, 276–283]. Unlike other axion and ALP sources that emit
pulsed signals, these mechanisms demonstrate continuous emission, allowing for time av-
eraging of the GW signal to increase the SNR. The potential gravitational radiation signal
was calculated using the analytic approximation from [209, 270] for the values used in
[189]. Fig. 5.15 depicts signal from axion/ALPs around the BHs with 1, 2, 4 and 6 M⊙

initial mass and 0.9 initial spin, observed by one day (integration time). The
√
Sh is

calculated for the dominant level (l = ml = 1, n = 0) within the 10 kHz span.

5.3.5. Gravitational background signal

The gravitational wave background (GWB) is a stochastic signal present in the en-
tire GWs frequency spectrum. GWB may be divided into two parts according to their
different origins: astrophysical GWB (AGWB) and cosmological i.e., relic GWB (RGW).
The AGWB results from the superposition of many unresolved sources. The RGW can
be treated as a gravitational counterpart to the cosmic microwave background (CMB,
it is often called the primordial or the relic GW) and has many possible sources, e.g.
cosmic strings, cosmological phase transitions, inflationary phase, and reheating of the
inflation [284]. Therefore, the RGW detection will pave the way for observations of the
Universe in the earliest stages (from ∼ 10−32 s) before the CMB emission [236]. Con-
straints for the RGW can be indirectly obtained experimentally, e.g. from observations
of e+e− annihilation [285], QCD transition [285], abundance of elements created dur-
ing Big Bang nucleosynthesis [285], and CMB temperature and polarization [236]. The
above-mentioned constraints often depend on the choice between standard and alterna-
tive inflationary models [236]. Hence, observations of RGW in broad continuous spectra
will provide a credible limit for RGW amplitude and validate theories of the very early
evolution of the Universe.

It is typical for the stochastic signal, where the amplitude of individual GW events is
hard to extract, to show the data in the form of power law energy density [236, 286]

Ω(f) = ΩCMB

( f

fCMB

)nt

, (5.19)

where ΩCMB ≡ Ω(fCMB) is the energy density amplitude at the pivot frequency fCMB =

(c/2π)0.05 Mpc−1 (see [287] for details). Energy density distribution also depends on
the spectral index nt, which in a single-field slow-roll inflation model [288] is connected
to tensor-to-scalar ratio rts in the following way nt = −rts/8. More sophisticated mod-
els which slightly deviate from power-law are well described in [285]. We will focus
on standard Universe evolution with nonrelativistic matter and radiation. In that case,
energy-density distribution is [236]
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Figure 5.16: Constraints on the energy density set by the present-day (CMB [236], PPTA [183],
MSP [183], Cassini [181], Ulysses [181], LIGO [174]) and future-planned detectors (LISA [182],
CE [201]). Solid and dashed blue lines represent the 20 mK SCS USOC’s sensitivity with a
second and a day of integration time tint, respectively. The orange dotted line indicates the
limits set by collective indirect measurements [236]. Solid red, pink and grey lines represent the
constraint on the spectral index set by current detector PPTA (nt < 0.68), LIGO (nt < 0.56) and
CMB (nt = −rts/8 for rts = 0.12), respectively. Solid and dashed blue lines show the constraints
set by SCS USOC tint = 1 s (nt < 0.6) and SCS USOC tint = 1 day (nt < 0.48), respectively.
Dashed black gives a constraint on the future-planned space-based detector LISA (nt < 0.28).

ΩRGW (f) = ΩCMB

( f

fCMB

)nt
(( feq√

2f

)2
+

16

9

)
, (5.20)

where feq is the frequency of the wave whose length is equal to the size of the Universe
at the moment of matter-radiation equality [236].

Fig. 5.16 together with the Eq. 5.20 shows the constraints on the spectral index
nt [236] using the existing and future-planned detectors, together with USOC. We see
that USOC needs at least 100 s (assuming perfect 1/

√
tint relation) to surpass 1 s of the

LIGO observations and gives a better upper limit for nt. Moreover, one day of constant
detection of USOC improves the nt from <0.6 to < 0.48. Nevertheless, indirect obser-
vations of cosmic microwave background temperature and polarization power spectra,
lensing, baryon acoustic oscillation (BAO), and big bang nucleosynthesis (BBN) still put
more stringent constraints [236] on the GW energy density within the assumed model in
Eq. 5.20. Therefore, a much longer observation time ∼100 days is desired to exceed the
indirect limit.



CHAPTER 5. USOC FOR GW DETECTION 107

5.3.6. Significant experimental constraints

While the thermal Brownian noise determines the fundamental limit of ultra-stable
optical cavity stability, other non-negligible noise sources should be evaluated in an ac-
tual experimental setup. Most of the technological noise sources, like vacuum pressure
fluctuations that change the index of refraction of the residual gas inside the cavity, insta-
bilities of intracavity power that increase with the finesse of its mirrors and are converted
to local heating of the cavity mirrors, and instabilities in locking techniques, e.g. due to
residual amplitude modulation of the light, and instabilities of optical path in fibres used
to transport light between the laser and the cavity [289] can be already mitigated to the
level below Brownian thermal limit of a cavity for a certain range of frequency (see e.g.
Fig. 8 in [4]). A good review of these noises, along with guidelines on how to mitigate
them, can be found in [165].

Two other important sources of noise that limit the optical cavity stability are envi-
ronmental perturbations: temperature fluctuations and broadband vibrations. External
temperature fluctuations can be transmitted to the cavity, producing additional variations
of cavity length and, thus, cavity mode frequency instability. The main mechanisms of
heat transfer from the environment to the cavity placed in a vacuum are through thermal
radiation by thermal conduction through the mountings of the cavity. The most effective
way to filter out the temperature fluctuations is to use multiple thermal passive isolation
shields of low emissivity and high thermal capacity and supporting points made from
materials with very high thermal resistance (see e.g. [160]). The environmental vibra-
tions (e.g. from cryostat pump [30]) can yield cavity deformations). The impact of these
broadband noises on the cavity length can be significantly reduced by passive and active
anti-vibration platforms, an acoustic isolation box, and unique shapes of cavity spacer and
support that exploit symmetries [290–292]. See chapter 4 for more details and specific
solutions for these issues.

Because of today’s cavity operating purposes (for the optical clock [247]), the effort
is focused mainly on long-term stability rather than short-term. To effectively use ultra-
stable cavities for GW detection, kHz frequency noise must be mitigated by exploiting
additional isolation. The mHz signal stability is also essential for signal time integration,
sufficiently increasing SNR for periodic GW events. As shown in Fig. 5.17, even a
substantial reduction of thermal noise will not significantly improve long-range stability
without mitigating acoustic and temperature noises. Therefore, reducing the fluctuations
at both high and low frequencies is indispensable for effectively detecting GW by USOC
detectors.

The USOC GW detector consists of two cavities. We may reduce environmental
perturbations significantly by mounting them on the single vibration isolation platform
in one shared vacuum system. Because the state-of-the-art antivibrational platform does
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Figure 5.17: Conceptual figure of a typical cavity instability (black dashed line) and the desired
future improved performance for gravitational wave detection (blue dashed line), presented in
Allan deviation (left) and fractional amplitude spectral density plots (right). In general, the
main focus of cavity improvement is more on long-term instability rather than short-term. For
GW detection, the goal is to observe higher frequencies, but both ranges are significant because
of the signal integration time of periodic events.

not actively compensate the signal below ∼0.5 Hz, an additional low-frequency detector is
needed. Today’s best external seismometers placed in the chamber vicinity can measure
the floor movement up to 0.03 ng at 1 Hz and 0.1 ng at 3 mHz. We can measure
lasers’ responses to the triggered vibrations using a seismometer and record their transfer
function (TF). This TF may correct the signal and effectively give better long-term cavity
stability. See details in chapter 4.3.3.

In principle, the frequencies of both cavity modes are expected to be different, and they
will slowly drift with temperature changes at the level of 10−16. Despite this, the coherence
time between two separate lasers locked to the USOC exceeds 1 s, as demonstrated in
[3]. Up to this timescale, the beat-note signal can be demodulated, detecting the phase
difference between the lasers’ light, corresponding to the difference in the cavities’ lengths.
Thus, the frequency of the GW signal can be observed directly. As mentioned in previous
paragraphs, the readout can be further averaged for periodic signal detection, reaching
integration times of days [3, 144].

The next crucial experimental challenge is the problem of the mirror’s heating by the
laser beam and its effective extraction in UHV conditions. This issue occurs mainly at
cryo temperature when thermal conductivity decreases significantly. Additionally, the
effect appears for the higher powers of the input beam where we want to reduce the
influence of shot noise. The latest generation of crystalline coatings shows an absorption
coefficient of less than 1 ppm at room temperature [293]. For 50 µW of input power,
the heating at the centre of each cavity mirror is at 7.5 µW. The commercially available
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cryocoolers can effectively extract 1 W in temperature around 4 K and a cooling power
of 80 µW at a temperature of 0.1 K (reported in 2013 [294]). Nevertheless, cavities
in 20 mK were preliminary reports in [48]. Additionally, the absorption coefficient of
the crystalline mirrors at low temperatures will be further reduced as the free carriers
freeze out, approaching zero absorption. Further advancements in reducing shot noise
can be achieved by increasing the finesse and utilizing phase-squeezed light. Further
improvement in reducing shot noise can also be reached by increasing the finesse and
using phase-squeezed light.

5.3.7. Design and cost considerations

According to the National Science Foundation [295], the construction cost of LIGO
was approximately 1.1 billion USD, with annual operating and maintenance costs of 45
million USD. The development of the next generation of ground-based interferometers,
such as Einstein Telescope [190], Cosmic Explorer [201], NEMO [188] are likely to be
even more expensive. In contrast, a system comprising two cryogenic ultra-stable cavities
costs around 2 million USD, emphasizing the undeniable cost advantage of table-top
experiments. The new cavity system will be profitable not only for the GW detections (e.g.
TOBA [177], OLS [189], MAGO-like [199]) but also in the other areas of astrophysics, e.g.
in looking for dark matter candidates [16, 296]). Furthermore, the sensitivity of the USOC
GW detectors increases proportionally to the square root of their number. Moreover, the
setups do not need to be placed in one laboratory since the optical clock community has
already performed several observational campaigns with the ad hoc created networks of
optical atomic clocks (e.g. [7, 10, 297]).



6. Ultra-stable optical cavities for quantum fluctuations

detection

6.1. Theoretical introduction to the spacetime fluctuations

It is expected that both the relativistic theory of gravity and quantum mechanics fail
to describe physical phenomena at the Planck scale [298]. The search for a suitable uni-
fication of these two forces represents one of the most significant challenges in modern
theoretical and experimental physics. There have been many attempts to find an interplay
between these two fundamental theories. Many unified theories propose that space-time
experiences quantum fluctuations at the smallest feasible distances [298–300]. This in-
herent fuzziness, sometimes called space-time foam, fundamentally restricts the precision
of length measurements, limited to the Planck length lP [301, 302]. Motivated by the
works of Salecker and Wigner [303, 304] and further developed by many others [305–309],
I will briefly introduce the concept of integrating quantum mechanics and general relativ-
ity into distance measurement analysis. This integration leads to the notion of quantum
fluctuations of space-time, manifesting as space-time foam. The analysis will be based on
the works of Amelino-Camelia [305, 310], Jack Ng and van Dam [306, 309, 311, 312].

Salecker and Wigner [304] proposed a gedanken experiment to find the fundamental
measurement uncertainty of a space-time distance. It involves an idealized clock that emits
and receives the reflected light from a mirror at a distance lqf . This distance can be defined
by the time of flight of a photon tqf , which moves with the speed of light c, thus lqf =

ctqf/2. The uncertainty of the distance lqf results from the uncertainties in the positions
of both the clock and the mirror. In this analysis, I will focus on the clock and assume a
similar effect on the mirror. One should recall the Heisenberg uncertainty principle, which
states that the position x and the momentum px cannot be known precisely simultaneously

δx δpx ≥ ℏ/2, (6.1)

where δx, δpx are the standard uncertainty of the position and momentum, respectively.
If the lqf,0 is the initial distance, m is a clock mass, the velocity uncertainty is

δp

m
= δv ≥ ℏ

2mδlqf,0
. (6.2)
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Given the clock is not stationary, after time tqt, the distance uncertainty evolves ac-
cording to

δl(t) = tqfδv =
ℏt

2mδl0
=

ℏ
mδl0

l

c
. (6.3)

For the observation time tqf = Tobs, the total distance uncertainty is the sum of the
initial uncertainty δl0 and the uncertainty that has evolved over Tobs

δl ≥ δl0 + Tobsδv, (6.4)

where the minimum of the right-hand side of the equation provides the lower constraint
as

δl ≥
√

ℏTobs

2m
=

√
ℏl
mc

. (6.5)

Since any object transmitting information must be larger than its Schwarzschild ra-
dius (it cannot collapse into a black hole), this condition imposes a second fundamental
limitation on the clock. Consequently, the distance uncertainty cannot be determined
more precisely than the Schwarzschild radius rS

δl > rS >
Gm

c2
. (6.6)

By combining both quantum (Eq. 6.5) and relativistic (Eq. 6.6) uncertainties, we
derive the final achievable precision of the distance measurements

δl3 ≥ l
ℏG
c3

, (6.7)

δl ≥ (ll2P )
1/3, (6.8)

where lP =
√

ℏG/c3 is the Planck length.
Other analyses made by Amelino-Camelia yield results linking the typical clock size to

the Schwarzschild radius, presenting δl ≥
√

ll2P/d. Regardless of the derivation approach,
the uncertainty in space-time measurements can be interpreted as deviations in the space-
time metric itself, δl = l2δg, leading to δgµν ≥ (lP/l)

2/3, where g = det(gµν). This
analysis shows that quantum uncertainty directly affects space-time. As this effect scales
with the distance l, the individual length variations accumulate (creating foam), resulting
in an amplitude bigger than the Planck scale. The above-presented analysis and length
uncertainty dependence show one of the approaches within numerous models. The general
view is introduced by the universal form of Eq. 6.8 where 1/3 is replaced by β parameter,
allowing numerous models to affect the distance and metric uncertainties [311]
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δl ≥ l(lP/l)
α, (6.9)

δgµν ≥ (l/lP )
α. (6.10)

The main conclusion from this analysis is that the amplitude of quantum space-time
fluctuation should significantly exceed Planck scale unit lP ∼ 10−35 m. Moreover, it
suggests a power-law behaviour. Numerous proposals for measuring quantum space-time
fluctuation by optical interferometers have been made, both by Michelson gravitational-
wave interferometers [307, 309] and Fabry-Perót ultra-stable optical cavities [9, 12]. In this
chapter, I will present the improved limits for detecting quantum space-time fluctuation
using ultra-stable optical cavities.

6.2. Methods

In the considered quantum-gravity foam-like model, distance uncertainty within space-
time is represented as an additional noise source in the measurement system [307]. The
fundamental constraints for the space-time fluctuation can be expressed by the root-mean-
square deviation of the length xRMS, which is essentially limited by the Planck length
lP ≤ xRMS. The related power spectral density Sx(f) gives the frequency dependence,
which is restricted by the observation time Tobs [308]

x2
RMS =

∫ fmax

1/Tobs

Sx(f)df. (6.11)

The theory of space-time foam does not impose any intrinsic constraints on the fun-
damental structure of Sx(f). According to [308], the power spectral density Sx(f) follows
the universal power law formula

Sx(f) = f−2βL3−2β
β c−2β−1, (6.12)

where β, Lβ, and c depict the power law parameter, length-unit magnitude of the fluctu-
ation, and speed of light, respectively.

The space-time fluctuation may exhibit a more sophisticated form than the simple
power law presented in Eq. 6.12 [308], although there are no alternative models. Thus,
assuming a power law, β can take any arbitrary value. Special attention is given to
values between 1/2 ≤ β ≤ 1 [308], where 1/2 represents the model in fuzzy space-time
without quantum decoherence, i.e., the loss of information, and β = 1 [308] represents
the simplest stochastic quantum fluctuation modelled as the random-walk model (where
xRMS ∼

√
Tobs). In addition to 1 and 1/2, 5/6 will be considered into analysis [306,

308, 309]. Apart from the idea of using gravitational interferometers [307, 308] for high-
frequency signals (Hz-kHz), the first experiment in the µHz-mHz range was performed by
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Schiller et al. [12] and further improved in 2016 [9] using a pair of ultra-stable optical
sapphire and ULE resonators. Both studies recorded a beat-note signal between two
cavities aligned either parallel [12] or perpendicular [9, 12] to each other. They established
limits for f−1 and f−2 power-law behaviors of the space-time fluctuations.

In this work, I improve their constraint using existing SCS and ULE cavities [3, 4]
with a single exponent model, i.e. constraints given separately by the f−1, f−2, and add
f−5/3 (β = 5/6). Additionally, a model consisting of the sum of two exponents will be
introduced and fitted to the data. Furthermore, I will present original methods for setting
space-time fluctuation constraints using optical resonators, including single cavity signals
from the cavity-atoms and cavity from the three-cornered hat method (Sec. 2.5).

The analysis presented in this chapter fundamentally assumes that quantum fluctu-
ations between the cavities are uncorrelated. Moreover, we assume that the molecular
bonding of the spacer does not compensate for space-time fluctuations of empty space.
According to [12], "such a compensation appears unlikely." However, should any com-
pensation effects exist, "experiments with different spacer materials may help set limits
to compensation effects" [12], as previous studies using the same materials (ULE [9] and
sapphire [12]). This analysis will show signals from SCS and ULE cavities to establish
these limits [3, 4].

6.3. Experimental limits of quantum fluctuations

6.3.1. Limits given by single cavity and a pair of cavities

The studies presented in [9, 12] examine PSD for a pair cavities in perpendicular and
parallel configurations. In this chapter, I will show the constraints derived from both pairs
of cavities and the performance of individual cavities. I use existing data, primarily from
[4, 31], to establish more stringent constraints on three possible space-time models. Fig.
6.1 illustrates the PSD of the best up-to-date ultra-stable cavities in the world. Except
for ULE [4], which operates at room temperature, the rest are cryogenically cooled SCS
[4, 5, 31, 65] (denoted as Si in Fig. 6.1). According to Fig. 6.1, the cavity performance
reaches the thermal limit (Sy ∼ f−1) in the 10−3−1 Hz range, and these data ranges are
available in the publications [4, 5, 31, 65]. Having a longer dataset would be beneficial
for setting even tighter constraints. All PSD plots presenting the constraints on space-
time fluctuation keep a 95% confidence level. Since the data follows an f−1 curve, we
may safely assume that only a single type of noise (thermal noise) is present in the data.
Consequently, we can achieve a 95% confidence level by multiplying the original PSD
data by 4, representing the factor for recalculating from 1σ to 2σ (denoted in this work
as the 95% confidence level). Because PSD is the ASD squared, the multiplication factor
is 4 = 22.

The individual cavity performance reported in [4, 5, 31, 65] is obtained using the
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Figure 6.1: (Top) Fractional PSD of the state-of-the-art ultra-stable cavities: 48 cm long room
temperature horizontal ULE [4], Si2 and Si3 are 21 cm long single-crystal silicon (SCS) placed
vertically in 124 K [31]. A dashed red line depicts cross-correlated density (CSD) data [143]
of the Si3-Si4 beatnote and 40 cm ULE cavity signal, where Si4 is the 6 cm SCS cavity resing
in 4/16 K [65]. Si5 [4] and Si6 [5] are the exact analogues of the Si3 and Si4, but supplied in
the crystalline coatings instead of dielectric as in Si2, Si3 and Si4 case. Light blue and green
depict the performance of the 21 cm cavities in 124 K with dielectric and crystalline coatings,
respectively. (Bottom) Fractional PSD with the 95% confidence level (solid red and green lines)
for the two most stable cavities [4] from Fig. 6.1 along with the power-law limits of the space-
time fluctuations given by them (dashed lines). The olive and purple solid lines and associated
constraint represented by dotted lines depict previous studies [9, 12].
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three-cornered hat method under the assumption of uncorrelated noises. This assump-
tion is reasonable given that the cavities are located in separate vacuum chambers and
mounted on independent anti-vibrational platforms. Additionally, it is presumed that
space-time fluctuations are not correlated in direction. Using three cavities aligned or-
thogonally would be ideal. In the cases presented, two directions are covered (all SCS
cavities are vertical, and the ULE cavity is horizontal). Unlike the studies in [9, 12], single
cavity performance can constrain quantum space-time fluctuation with this setup since
the fundamental distance measurements in the Salecker-Wigner clock are made between
two mirrors separated in space-time[304].

Fig. 6.1 illustrates the fractional PSD signal at a 95% confidence level from the
two best cavities [4, 31], along with power law limits for space-time fluctuation. The
PSD signal from an individual cavity follows an f−1 trend, consistent with the thermal
noise limit. Space-time fluctuation limit was calculated by fitting the function Sy(f) =

A1/f , where A1 = 5.97(15) × 10−33 for Si3. The previous limit was set at Sy(f) =

1.9 × 10−31/f [9]. To calculate limits on the f−2 and f−5/3 models, I performed fits to
Sy(f) = B1f

−1 + C1f
−2 and Sy(f) = D1f

−1 + E1f
−5/3, respectively, for the Si3 [31].

This approach differs from methods used in previous studies [12, 26]; therefore, it should
not be directly compared. The results of fitting the mentioned functions are as follows:
Sy(f) = 3.55(23)× 10−33/f +8.8(8)× 10−37/f 2, and for another model, Sy(f) = 2.7(3)×
10−33/f + 1.74(15) × 10−35/f 5/3. If the data from Fig. 6.1 were recorded over a longer
time, the constraints derived from the new cavities would be even more stringent.

The final fractional PSD signal from the cavities in Fig. 6.2 (Top) was determined
by summing the individual cavity PSDs from the three-cornered hat method. Fig. 6.2
(Bottom) shows the 95% confidence level PSDs for the two best pairs of cavities in par-
allel Si2 - Si5 ∥ and perpendicular Si5-ULE ⊥ configurations, and dividing by two to
account for the assumption of uncorrelated space-time fluctuations [9]. The limit for
space-time fluctuation for the pair of cavities Si2-Si5 was calculated similarly to the in-
dividual cavity Si3. The results are Sy(f) = 7.202(43) × 10−33/f (black dashed line),
Sy(f) = 5.13(51) × 10−33/f + 6.78(87) × 10−36/f 2 (orange dashed line), and Sy(f) =

2.21(72)×10−32/f +2.54(11)×10−35/f 5/3 (dashed cyan line). The constraints from pairs
of cavities are generally less stringent than a single cavity across all model laws, mainly
due to the lack of a longer common dataset (as in the Si3 case).

Fig. 6.1 and Fig. 6.2 illustrate the performance of the best existing cavities. The
Brownian thermal noise floor with Sy ∼ f−1 behaviour is achieved in the 10−3 - 1 Hz
frequency range in these figures. Using this assumption, Fig. 6.3 illustrates the theoretical
performance limited by the thermal noise floor for two combinations of the temperature,
waist, and mirror’s coatings material which influence the Brownian noise. Fig. 6.3 shows
the performance enhancement (compared to the Si2 and Si5) by increasing the beam spot
size on the mirrors (orange solid line) by changing the mirror’s curvature from ROC1 = ∞
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and ROC2 = 1 m to ROC1 = ROC2 = 10.2 m. The loss angle for crystalline mirrors
(measured in room temperature) also shows additional noise reduction (pink solid lines).
The solid red and cyan lines represent the cavities at 20 mK with ROC1 = ROC2 = 10.2 m
and ROC1 = 15 m, ROC2 = −20 m, respectively. The cavity spacer length is set to 30
cm. Therefore, the top plots in Fig. 6.3 show the individual cavity thermal noise (left)
and the sum of two cavities in the same environmental condition and mirrors. In the
bottom left, the 95% confidence level is presented for one cavity. The 5.3 × 10−35f−1

constraint of the space-time fluctuation is given by the worst-case scenario, i.e. 30 cm
long cavity with ROC1 = ROC2 = 10.2 m in 4 K with dielectric mirror coatings. The
bottom right presents the 95% confidence level for the pair of 30 cm long cavities with
ROC1 = ROC2 = 10.2 and dielectric mirror coatings, in 4 K. The space-time constraint
in this case is 1.1× 10−34f−1.
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Figure 6.2: (Top) The predicted beat note of the chosen pairs of the cavities is a sum of the
individual PSDs, assuming the uncorrelated noises. Two cavities’ directional alignment was
possible, i.e. vertical (Si2 [4], Si3 [31], Si4 [65], Si5 [4], Si6 [5]) and horizontal (ULE) [4] (cavity
individual signals are presented in Fig. 6.1). Hence, || and ⊥ depict the beat note between parallel
and perpendicular cavities alignment. (Bottom) Fractional PSD with the 95% confidence level
of the beat note for three pairs of cavities and the power-law limits of the space-time fluctuations
(dashed lines). The olive and purple solid lines and associated constraint (represented by dotted
lines) depict previous studies [9, 12]. New constraints are presented with dashed lines.
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Figure 6.3: Potential thermal sensitivity limits depicted as a fractional PSD for the 30 cm long
SCS cavity residing in 4 K and 20 mK. Si2 and Si5 performance are presented for comparison as
the best up-to-date ultra-stable optical references. Magenta (Si5) and pink (T = 4 K, crys) solid
lines depict the cavity supplied with crystalline coatings. The rest of them are with dielectric
coatings. Cyan solid lines show the convex-concave cavity with ROC1 = 15 m and ROC2 = −20

m, which results in ∼2x bigger beam spot size on the mirrors, compared to the ROC1 = ROC2 =

10.2 m which was assumed for the other calculations. (Top Left) The performance of the
individual cavity. (Top Right) The predicted beat note of the pairs of the same cavities as a
sum of the individual PSDs, assuming the uncorrelated noises. Parallel alignment of the || Si2-Si5
beat note is shown for comparison. (Bottom Left) Fractional PSD with the 95% confidence
level of the cavities from the left top picture. The f−1 constraint of the space-time fluctuation
given by the worst-case scenario cavity, i.e. ROC1 = ROC2 = 10.2 m in 4 K with dielectric
mirror coatings. (Bottom Right) Fractional PSD with the 95% confidence level of the beat
note for the same pairs of cavities as the top right picture. The f−1 constraint of the space-time
fluctuation given by the pair of ROC1 = ROC2 = 10.2 in 4 K with dielectric mirror coatings.
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6.3.2. Single cavity vs atoms

The frequency stability of the cavity can also be performed by directly comparing the
cavity signal and the interrogated atoms’ frequency. In this method, no other cavities are
needed (as in three-cornered hat), but the atoms with the narrow transition are required.
As previously assumed, we consider that quantum fluctuations are uncorrelated between
the cavities. Here, we assume that the space-time fluctuations affecting the atomic energy
levels and cavity dimensions are uncorrelated.

Figure 6.4: Fractional PSD of Si2 measured in reference to the 1S0 −3 P0 Strontium clock
transition with a 95% confidence level. The Si2 - Sr measurements were performed and analyzed
at Physikalisch-Technische Bundesanstalt. The best 10-hour data interval is plotted with the
cavity drift removed. I derived the space-time fluctuation constraints (dashed lines) based on
the received data, compared to previous studies (dotted lines) [9, 12]. The established constraints
are even more stringent than those from individual cavities (using the three-cornered hat method)
and pairs of cavities.

Fig. 6.4 illustrates the instability of the SCS cavity measured in reference to the
1S0 −3 P0 strontium clock transition, with a 95% confidence level. The data was recorded
and analyzed at Physikalisch-Technische Bundesanstalt by Uwe Sterr and Sofia Herbers.
In the case of cavity-atoms data, there is no clear f−1 behaviour (as observed in cavities,
see Fig. 6.1 and Fig.6.2) across the recorded frequencies. Therefore, constraints were
obtained by fitting the models Acaf

−1, Bcaf
−5/3, and Ccaf

−2 to the data points. The
constraints on space-time fluctuations set by this method are even more stringent than
the best results achieved using only cavities (discussed in the previous section) for the
f−1 model, achieving 7.13(28)×10−34/f compared to 5.97(15)×10−33/f . This represents
a constraint that is three orders of magnitude better than the previously published 1.9×
10−31/f [9]. Moreover, results from the f−2 model in this work, 1.69(41)× 10−36/f 2, are
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two orders of magnitude more stringent than the previously obtained 3.0× 10−34/f 2 [12].
Results between experimental data from [9, 12], and the values obtained in this work for
a single exponent model are compared in Tab. 6.1.

Table 6.1: Comparison between the constraints on the low-frequency quantum space-time given
by the ultra-stable optical resonators. Previous constraint, obtained from a comparison of two
cavities (cav-cav), is presented in the first row [9, 12]. Results obtained in this work, i.e., "Cur-
rent" and "Future" are the limits given by individual cavity (cav) from the three-cornered hat
method, cavity atom comparison (cav - atom), and calculation of the Brownian noise presented
in Fig. 6.3, respectively. All results are presented only for the amplitude of a single exponent
model.

Model \Constraint f−1 f−5/3 f−2

Previous cav - cav 1.9× 10−31 - 3.0× 10−34

Current cav - cav ∥ 7.202(43)× 10−33 - -
Current cav 5.97(15)× 10−33 - -

Current cav - atom 7.13(28)× 10−34 8.44(35)× 10−36 1.69(41)× 10−36

Future cav - cav 1.1× 10−34 - -
Future cav 5.3× 10−35 - -



7. Conclusions

This thesis introduces the design of an ultra-stable, room-temperature ULE cavity
equipped with crystalline mirror coatings. Switching from dielectric to crystalline coatings
is expected to lower the theoretical thermal noise floor from

√
Sy = 8.82× 10−17 Hz−1/2

to
√
Sy = 4.11×10−17 Hz−1/2 at 1 Hz. The predominant noise across the frequency range

from 30 mHz to 20 Hz is produced by the substrate thermoelastic effect, driven by a high
FS coefficient of thermal expansion at room temperature. The Brownian noise originating
from crystalline coatings, characterized by a loss angle ϕ = 2.5 × 10−5 (compared to
ϕ = 4×10−4 for dielectric coatings), is calculated at a level of

√
Sy = 1.97×10−17 Hz−1/2

at 1 Hz. The support points of the cylindrical cavity have been designed using finite
element method simulations to minimize acceleration sensitivity, which allows to reach
the calculated thermal noise floor.

Thermal noise currently limits the performance of both room-temperature and cryo-
genic resonators. We propose using a convex-concave mirror configuration to reduce ther-
mal noises, which depend on the laser beam spot size on the mirror w. For Brownian noise
in coatings and substrates, the noise scales as SBr

x,ct ∼ w−2 and SBr
x,sb ∼ w−1, respectively.

The thermo-optic noise in coatings behaves as STO
x,ct ∼ w−2 in the adiabatic limit and

STO
x,ct ∼ w−1 in the non-adiabatic limit, while the substrate thermoelastic noise behaves

as STE
x,sb ∼ w−3 in the adiabatic regime. Consequently, increasing the laser beam spot size

reduces thermal noise. Therefore, mirror radii of curvature ranging from -25 m to 20 m
were investigated. A configuration with ROC1 = 20 m, ROC2 = −25 m and the 30 cm
spacer length is expected to show an order of magnitude improvement in coatings’ Brow-
nian noise and a factor of three improvements in substrates’ noise. To achieve comparable
levels of thermal noise reduction for 30 cm long spacer with a plano-concave mirror, the
concave mirror should have a ROC2 = 50 m. However, the plano-concave configuration
results in slightly better optical stability g1g2 = 0.9940, compared to g1g2 = 0.9947 for
convex-concave mirrors. Further studies on the feasibility of the near-unstable convex-
concave configuration are planned.

The long-term stability of an optical resonator is critical for metrology and precise mea-
surements. A new ceramic material, NEXCERA 117 B, shows promising characteristics
with better long-term drift than ULE, positioning it as a potential replacement for spac-
ers in room-temperature ultra-stable cavities. However, its loss angle is similar to ULE’s;

121
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NEXCERA’s higher Young’s modulus results in even lower Brownian thermal noise than
widely used ULE. This work proposes replacing the ULE substrate in NEXCERA cavities
with FS, resulting in lower thermal noise. Such a scenario is designed to improve the
thermal noise floor from

√
Sy = 1.25 × 10−16 Hz−1/2 to

√
Sy = 3.89 × 10−17 Hz−1/2 at

1 Hz in a plano-concave configuration with ROC2 = 1 m for a 30 cm cavity and crystalline
mirror coatings.

In the second part of this thesis, the use of ultra-stable cavities for fundamental physics
tests is proposed. First, we propose an ultra-stable cavity as a resonant gravitational wave
detector. Using the mechanical resonance of the spacer cavity may allow for the detection
of gravitational waves whose frequency matches the resonant frequency of the spacer. The
shift of the resonant peak is achieved by changing the spacer’s size and material. The
strain sensitivity is enhanced by increasing the spacer mass, lowering the temperature,
and expanding the beam spot size on the mirror using convex-concave mirrors to improve
sensitivity to gravitational wave radiation. This method allows the using an existing cavity
as a gravitational wave detector, offering strain sensitivity from 10−19 for cavities at room
temperature to 10−22 for cryogenic single-crystal silicon cavities within the kHz to tens
of kHz frequency range. The ultra-stable cavity detector is mainly designed to observe
frequencies beyond the current range of existing interferometers, such as LIGO, Virgo
and KAGRA. This also is the range beyond the classical gravitational radiation sources
but allows the observation of non-classical objects, such as black holes with masses less
than 1 M⊙, often called primordial black holes. Moreover, a positive observation in the
high frequencies could prove the existence of sources beyond standard models, such as
axions and axion-like particles. Furthermore, long-term observation by an ultra-stable
cavity detector may also provide limits for the gravitational background signal at high
frequencies above 10 kHz.

The second application of ultra-stable cavities for fundamental physics enhance the
constraints on space-time fluctuations in the so-called space-time "foam" model. This
work proposes improving existing limits using a set of two cavities aligned both perpen-
dicularly and parallelly, which has improved the previous constraints by at least an order
of magnitude. Moreover, the novel approach includes two methods of using a single cavity
to limit space-time fluctuations. The first data set is obtained from the three-cornered hat
method, which gives two orders of magnitude improvement for f−1 and f−2 theoretical
models. The second approach, which involves data from a single cavity compared with
strontium atoms, sets limits that are an order of magnitude more stringent than those
achieved using the single cavity with the three-cornered hat method.
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