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A B S T R A C T

This dissertation explores the interaction of light with quantum systems exhibiting differ-
ent symmetry properties, specifically two-level polar systems without inversion symme-
try, sustaining permanent dipole moments, and inversion-symmetric three-level systems.
A comprehensive theoretical framework is developed to describe the dynamics of light-
matter interactions in these systems as well as ensembles thereof, with a particular focus
on the generation of low-frequency radiation and superluminal pulse propagation.

In two-level polar systems, the presence of permanent dipole moments introduces com-
plex dynamical behaviors beyond traditional models. These include nonlinear Rabi oscilla-
tion frequencies with respect to the driving field amplitude and the generation of coherent
low-frequency radiation. The proposed theory revisits and extends classical approaches,
offering new insights into the role of permanent dipoles in light-matter interactions. By
applying a series of unitary transformations, an analytically solvable model is derived,
capturing the influence of the polarity of the system on its optical properties.

The thesis further investigates three-level systems, focusing on the phenomena of sublu-
minal and superluminal propagation. A new, experimentally feasible scheme is proposed
for achieving superluminal light propagation in rubidium vapors using a three-level lad-
der configuration by exploiting far-detuned two-photon transitions. This approach reduces
pulse distortion and absorption compared to the scenarios exploiting single-photon transi-
tions, enabling the observation of superluminal group velocities.

This research advances the understanding of light-matter interactions in both polar and
nonpolar systems, offering new theoretical insights and proposing experimental scenarios
in quantum optics. The findings have implications for coherent radiation generation, pulse
propagation, and possible future applications in areas such as spectroscopy, imaging, and
quantum communication.
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S T R E S Z C Z E N I E

Niniejsza rozprawa bada oddziaływanie światła z układami kwantowymi charaktery-
zowanymi różnym stopniem symetrii względem inwersji przestrzennej, w szczególności
z dwupoziomowymi układami polarnymi z trwałymi momentami dipolowymi oraz z
trójpoziomowymi układami o symetrii inwersyjnej. Opracowany w niej model teoretyczny
opisuje dynamikę oddziaływania światła z materią zarówno w pojedynczych układach, jak
i w ośrodkach cząsteczkowych, ze szczególnym uwzględnieniem generacji promieniowa-
nia o niskiej częstotliwości oraz propagacji impulsów z prędkościami nadświetlnymi.

W polarnych układach dwupoziomowych obecność trwałych momentów dipolowych
w złożony sposób modyfikuje ich dynamikę, której opis stanowił wyzwanie w ramach
tradycyjnych modeli. Należą do nich oscylacje Rabiego z częstością nieliniowo skalującą
się z amplitudą pola działającego na układ, a także generacja spójnego promieniowania
o niskiej częstotliwości. Zaproponowana teoria uogólnia klasyczne podejście, koncentru-
jąc się na roli trwałych momentów dipolowych w oddziaływaniu światło-materia. W jej
ramach, po zastosowaniu serii przekształceń unitarnych uzyskano w pełni analityczny
model uwzględniający wpływ polarności układu na jego właściwości optyczne.

Rozprawa bada również trójpoziomowe układy kwantowe, koncentrując się na
zjawiskach podświetlnej i nadświetlnej propagacji. Zaproponowano nowy, możliwy do
wdrożenia w eksperymencie schemat uzyskania tego typu propagacji światła w parach ru-
bidu z wykorzystaniem konfiguracji poziomów energetycznych w formie trójpoziomowej
drabinki. Dzięki zastosowaniu daleko odstrojonego dwufotonowego przejścia, możliwe
jest zredukowanie zniekształceń impulsu i ograniczenie absorpcji w stosunku do scenar-
iuszy eksperymentalnych wykorzystujących przejścia jednofotonowe, co umożliwia ob-
serwację nadświetlnych prędkości grupowych.

Badania te poszerzają zrozumienie oddziaływania światła z materią zarówno w
układach polarnych, jak i niepolarnych poprzez nowe podejścia teoretyczne oraz propozy-
cje realizacji eksperymentalnych w optyce kwantowej. Wyniki mogą mieć istotne znaczenie
dla realizacji scenariuszy generacji spójnego promieniowania, propagacji impulsów oraz
możliwych przyszłych zastosowań w takich dziedzinach jak spektroskopia, obrazowanie i
komunikacja kwantowa.
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1
I N T R O D U C T I O N

The interaction of light with matter is a fundamental phenomenon that underpins many
fields of modern research, from quantum optics to materials science. This work focuses
on exploring how light interacts with systems possessing different degrees of symmetry,
specifically two-level systems with broken inversion symmetry (polar systems) sustain-
ing permanent dipole moments (PDMs) and inversion-symmetric three-level systems. The
propagation of electromagnetic pulses through the ensembles of such systems provides
plenty of interesting phenomena such as those discussed in this thesis: generation of low-
frequency radiation and superluminal group velocities.

In two-level systems, light-matter interaction is typically described by well-established
models exploiting the electric-dipole and rotating-wave approximations. Historically, the
role of permanent dipole moments in these interactions was considered minimal, leading
to minor frequency shifts. However, attempts to describe the impact of the polar systems
on evolution were made in the approximated form quite early, e.g., by G. F. Thomas [1]
or W. J. Meth and collaborators [2, 3]. More recent research has revealed that these sys-
tems exhibit far more complex dynamical behaviors. O. Kibis et al. described analytically
two-level polar system interacting with light in the wave function formalism [4] providing
evidence for the low-frequency radiation generation, and later his work was extended to
the tailored photonic environments such as an ensemble of quantum dots [5], gases [6]
or cavities [7, 8]. In works [9–11] Meath et al. again investigated the polarity, now in the
context of enhancement of two-photon interactions, while M. Koppenhöfer et al. [12] and
M. Antón et al. [13] focused on light squeezing. Spatial asymmetry may have a significant
impact on the optoelectronic properties of double quantum dots, including the spectral po-
sition of optical resonances [14]. PDMs also facilitate stimulated Raman adiabatic passage
(STIRAP) [15, 16], establishing strong long-range interactions [17], population inversion
[18] and many more [19–21]. These unique properties make polar systems highly intrigu-
ing for both theoretical studies and practical applications. The growing interest is fueled
by the potential for generating coherent radiation at tunable frequencies, enabling new
possibilities in fields such as spectroscopy, imaging, quantum information processing, and
communication.

In this thesis, a comprehensive theoretical framework addressing this rich evolution is
proposed which, through a series of unitary transformations, leads to an analytically solv-
able model. The model may involve approximations neglecting processes at high-order
resonances, yet it well describes the dynamics in a physically relevant range of parameters.
This result generalizes the analytical solution of the Rabi model without PDMs, obtained
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2 introduction

recently by D. Braak [22]. It additionally provides analytical expressions for observables
such as the rich fluorescence spectrum sustained by polar systems. The analysis is then ex-
tended to polar molecule ensembles. The model requires rewriting the established Bloch–
Maxwell set of equations beyond the standard approximations. Applied to a specific exam-
ple system of LiH molecules, it extends the prediction of Kibis et al. regarding the emission
of low-frequency radiation by polar molecules, shown to be coherent which may give rise
to an overall stronger signal.

In addition to two-level systems, the behavior of light interacting with three-level sys-
tems opens a pathway to understanding more complex dynamics like electromagnetically
induced transparency (EIT), slow light, and superluminal propagation. The investigation
of phase and group velocities of pulse propagating in media has been a subject of extensive
research since theoretical predictions of superluminal propagation sparked widespread
interest. According to A. Sommerfeld and L. Brillouin [23], the idea of group velocity
appeared already in 1839, while became broadly known due to the Lord Rayleigh book
published in 1877 (first edition) [24] and later articles. Early debates as shown in books
[23, 25], tied to the implications for Einstein’s theory of relativity and many have claimed
that the pulse distortion provides no physical significance of group velocity. However, in
1970 C. G. B. Garrett et. al showed that the output pulse can have nearly the same shape as
an incoming one [26]. This later spurred the development of theoretical and experimental
investigations of variety of electromagnetic pulse propagation aspects: slow light in the
EIT process [27–31], fast light [32, 33], and even negative group velocities [34, 35].

The research described in the final part of this thesis builds on these foundational studies
by proposing a new, experimentally feasible scheme for superluminal propagation using
a three-level ladder configuration. This setup exploits the interaction between a control
and probe beam in a far-detuned two-photon transition regime, allowing the anomalous
dispersion necessary for superluminal behavior to appear. This project was triggered by
heretofore unpublished experimental results conducted under the direction of Sz. Pustelny
(Jagiellonian University, Cracow). Their results suggested superluminal propagation of
probe pulses in suitably prepared rubidium vapors. This phenomenon was unexpected
at the time, and the analysis eventually confirmed the possibility of superluminal prop-
agation in the studied system. The propagation conditions in model three-level systems
with different energy configurations were characterized in detail, and a scheme for super-
luminality without population inversion or nonlinearities was identified by exploiting the
two-photon resonance regime.

Through these investigations, this work examines two core phenomena: the rich physics
of light interactions with polar two-level systems, including low-frequency radiation gener-
ation, and superluminal propagation in nonpolar three-level systems. By focusing on these
two distinct yet related systems, the thesis provides new insights into how symmetry in
light-matter interactions influences coherent radiation generation and pulse propagation.

The dissertation is organized into several chapters that build upon the foundational
theory of light-matter interaction, focusing on both two-level and three-level systems, as
outlined below:
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Chapter 2: Light-Matter Interaction Theory.
This is the most comprehensive part that presents the theoretical framework for under-
standing how light interacts with quantum systems on the basic level. Beginning with
two- and three-level systems, several topics are covered: the electric-dipole approximation,
non-dissipative and dissipative Bloch equations, the difference between energy level con-
figurations, and the role of permanent dipole moments. Next, the ensembles of these sys-
tems are taken into account with discussed: dissipative Bloch–Maxwell equations, slowly
varying envelope approximation (SVEA), and group velocity of pulses. These models pro-
vide a foundation for the subsequent analysis of more complex systems and act as an
introduction to the articles presented in the following chapters.

Chapter 3: Permanent Dipole Moments in Two-Level Systems.
This chapter presents articles A1 and A2, focusing on the specific case of two-level systems
with broken inversion symmetry, highlighting the effects of permanent dipole moments on
the interaction with light. The generation of low-frequency radiation in such systems is a
central topic of discussion, along with the implications for practical aspects of coherent
radiation generation.

Chapter 4: Sub- and Superluminal Propagation in Three-Level Systems.
The interaction of light with three-level systems, specifically in the context of subluminal
and superluminal pulse propagation, is explored in this chapter with the article A3. These
phenomena arise in media with specific three-level configurations, leading to unique prop-
agation effects that challenge the conventional understanding of light speed.

Chapter 5: Summary.
The final chapter summarizes the key findings of the thesis, with a focus on the novel
effects arising from the interaction of light with systems of different degrees of symmetry.
Potential future directions for research are also discussed, particularly in the realm of
practical applications of the findings.





2
L I G H T- M AT T E R I N T E R A C T I O N T H E O RY

This chapter introduces the background that facilitates the understanding of the articles
comprising this thesis and the connections between them.

The first section describes quantum systems with two energy levels that interact with
an external electromagnetic field. The theory explains the evolution of the population for
both isolated and dissipative system cases. Ultimately, an additional interaction involving
permanent dipole moments provided by polar systems is introduced.

The second section naturally continues by adding a third energy level to the system,
which may significantly affect the system’s behavior under certain conditions. All three
possible level configurations are described, followed by a theory similar to that of the
previous section.

The third section further extends the topic by using previously described systems as
building blocks of the media. Specifically, ensembles of noninteracting systems are consid-
ered in a semi-classical description. Here, a theory of electric pulse propagation in such
media is also introduced. Finally, the phase and group velocities, as well as sub- and su-
perluminal propagation of such pulses are discussed.
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6 light-matter interaction theory

2.1 two-level systems

Figure 2.1: Schematic representation of the two-level system.

The simplest, yet scientifically interesting quantum system one can imagine consists of
just two energy levels. Although this model might appear overly simplistic in some con-
texts, numerous research findings have demonstrated that it often aligns well with experi-
mental results [36–39]. Notably, resonant interaction between matter and electromagnetic
fields can frequently be described using this framework.

In nature, there are many exact and approximate realizations of two-level systems. The
most pertinent to this work involves coupling electromagnetic radiation with two specific
energy levels from a more complex system, such as an atom or molecule. By carefully
adjusting the laser frequency to the energy levels of the system, and using selection rules,
it is possible to focus solely on the two levels of interest.

Mathematically, such a system can be described using the tools provided by quantum
mechanics. In this case, both levels, which in this thesis are considered nondegenerate, cor-
respond to linearly independent vectors in a two-dimensional Hilbert space. The system’s
energy is described by the energy operator, the Hamiltonian. Throughout this thesis, Dirac
notation is used, where the excited (upper-energy) and the ground (lower-energy) states
are represented by kets |e⟩ and |g⟩, with corresponding energies h̄ωe and h̄ωg (Fig. 2.1),
where h̄ is the reduced Planck constant. It is convenient to use these states as a basis for
this Hilbert space as they are orthonormal

(
⟨e|g⟩ = 0, ⟨e|e⟩ = ⟨g|g⟩ = 1

)
. The Hamiltonian

of the system, expressed in this basis is

Ĥsys = h̄ωe |e⟩ ⟨e|+ h̄ωg |g⟩ ⟨g| . (2.1)

On the other hand, the system’s population is described by the density matrix of the
form

ρ̂sys = ρee |e⟩ ⟨e|+ ρeg |e⟩ ⟨g|+ ρge |g⟩ ⟨e|+ ρgg |g⟩ ⟨g| , (2.2)

where ρij ≡ ρij(t), i, j ∈ {e, g} are the time-dependent coefficients describing the evolution.
The terms ρee,gg contain information about the population in the excited and ground states,
respectively. Hence, in the case of no leakage of population trace Tr

(
ρ̂sys

)
= 1, the prob-

ability of finding the system in any state is 1. The ρeg,ge terms describe the coherence in
the system, which is a purely quantum property, as setting these values to zero indicates
that the system is just a classical mixture of states. Due to the Hermitian character of the
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operators ρ̂†
sys = ρ̂sys, these coefficients are connected by the equality ρeg = ρ⋆ge, where ·⋆

describes complex conjugation.
The description of the two-level system in the eigenstates basis (by the operators |i⟩ ⟨j|,

for i, j ∈ e, g) is simple and intuitive. Nevertheless, it is sometimes more convenient to use
their linear combinations known as Pauli matrices:

Î = |e⟩ ⟨e|+ |g⟩ ⟨g| ,

σ̂z = |e⟩ ⟨e| − |g⟩ ⟨g| ,

σ̂x = |g⟩ ⟨e|+ |e⟩ ⟨g| ,

σ̂y = i (|g⟩ ⟨e| − |e⟩ ⟨g|) ,

where i is an imaginary unit. However, the most common basis includes combinations of
the above operators, where instead of σ̂x and σ̂y, so-called flip operators are used

σ̂+ = |e⟩ ⟨g| = 1
2
(
σ̂x + iσ̂y

)
,

σ̂− = |g⟩ ⟨e| = 1
2
(
σ̂x − iσ̂y

)
.

The name of these operators describes their property as they "flip" one eigenstate vector to
the other: σ̂+ |g⟩ = |e⟩ ⟨g|g⟩ = |e⟩, σ̂− |e⟩ = |g⟩ ⟨e|e⟩ = |g⟩.

In this thesis, the basis { Î, σ̂z, σ̂+, σ̂−} is used. Hence, the Hamiltonian (2.1) has a form

Ĥsys =
1
2

h̄
(
ωe − ωg

)
︸ ︷︷ ︸

ωeg

σ̂z +
1
2

h̄
(
ωe + ωg

)
Î, (2.3)

and the density operator (2.2) takes the form

ρ̂sys =
1
2
(
ρee − ρgg

)
σ̂z + ρegσ̂+ + ρgeσ̂

− +
1
2
(
ρee + ρgg

)
︸ ︷︷ ︸
=Tr(ρ̂sys)=1

Î. (2.4)

2.1.1 Isolated, non-interacting system

To calculate the evolution of the population, i.e., the time dependency of the density oper-
ator coefficients, the von Neumann equation [40] is required

ih̄
d
dt

ρ̂(t) =
[
Ĥ(t), ρ̂(t)

]
, (2.5)

which is a general formula for any Hamiltonian Ĥ(t) (even time-dependent), and density
operator describing any isolated quantum-mechanical system ρ̂(t). Here, d/dt denotes the
time derivative, while the [·, ·] bracket denotes the commutator of two operators. For pure
states, this equation is fully equivalent to the Schrödinger equation.
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Figure 2.2: Illustrative presentation of the evolution of the density operator elements for the isolated
two-level system initially prepared in the superposition of excited and ground states
such that ρee(0) = ρgg(0) = 1/2, and ρeg(0) = 1/2. The solid line corresponds to
the excited state occupation, while the dashed and dot-dashed lines show the real and
imaginary parts of the coherence in the system, respectively. All the units are arbitrarily
chosen (a.u.).

For the case of a non-interacting two-level system described by (2.3), and (2.4), the von
Neumann equation (2.5) has an explicit form of

ih̄
d
dt

ρ̂sys(t) =
[
Ĥsys, ρ̂sys(t)

]

=
1
2

h̄ωeg


1

2
(
ρee(t)− ρgg(t)

)
[σ̂z, σ̂z]︸ ︷︷ ︸

=0

+ρeg(t)
[
σ̂z, σ̂+

]
+ ρge(t)

[
σ̂z, σ̂−]+ 1

2
[
σ̂z, Î

]
︸ ︷︷ ︸

=0




+
1
2

h̄
(
ωe + ωg

)

1

2
(
ρee(t)− ρgg(t)

) [
Î, σ̂z

]
︸ ︷︷ ︸

=0

+ρeg(t)
[
Î, σ̂+

]
︸ ︷︷ ︸

=0

+ρge(t)
[
Î, σ̂−]
︸ ︷︷ ︸

=0

+
1
2
[
Î, Î
]

︸ ︷︷ ︸
=0




=
1
2

h̄ωeg
(
ρeg(t)

[
σ̂z, σ̂+

]
+ ρge(t)

[
σ̂z, σ̂−]) .

The equation simplifies significantly, as the terms with the identity operator do not con-
tribute to the evolution of the system because this operator always commutes with any
other one and the time derivative of a constant value is zero. This is a general behavior, so
such terms can be entirely omitted directly in the Hamiltonian and density operators in
the first place, which will be the approach taken for the rest of this thesis. Furthermore, the
energies of the levels in the system (h̄ωe, and h̄ωg) do not appear in the equation; instead,
the energy difference h̄ωeg is an important parameter.

An easily obtainable commutation relation [σ̂z, σ̂±] = ±2σ̂± provides the final form of
the equation for non-interacting, isolated two-level system

i
[

d
dt
(
ρee(t)− ρgg(t)

)
σ̂z +

d
dt

ρeg(t)σ̂+ +
d
dt

ρge(t)σ̂−
]
= ωeg

[
ρeg(t)σ̂+ − ρge(t)σ̂−] . (2.6)
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Based on this result, the equations for the coefficients can be written as

d
dt
(
ρee(t)− ρgg(t)

)
= 0 ⇒ ρee,gg(t) = ρee,gg(0), (2.7a)

d
dt

ρeg(t) = −iωegρeg(t) ⇒ ρeg(0)e−iωegt, (2.7b)

ρge(t) = ρ⋆eg(t). (2.7c)

This solution is presented in Fig. 2.2, and two interesting features appear in it. First, the
population in the system does not change in time, hence, in this ideal problem, the initial
state is preserved forever. However, if, at the beginning, the system has coherence, it oscil-
lates forever with the frequency corresponding to the energy difference between excited
and ground levels.

2.1.2 Electric-dipole approximation

The quantum system alone is just one part of the problem in quantum-optical consid-
erations. The other is the field with which it interacts. It is typically an electromagnetic
field with frequencies in the visible range for the most frequently used atomic and mole-
cular systems. Moreover, in this thesis, the semi-classical approach is considered, i.e., the
classical description of the electromagnetic field is used as the field is strong, and hence
quantum systems are altered significantly while the field is negligibly affected.

The general classical Hamiltonian for a non-relativistic electron in an atom (or molecule)
interacting with an external electromagnetic field reads [41]

H(⃗r, p⃗, t) =
1

2me

(
p⃗ − e

c
A⃗(⃗r, t)

)2
+ eΦ(⃗r, t) + Vat(⃗r), (2.8)

where r⃗ is the position vector, p⃗ is the electron’s momentum, me is the electron’s mass,
and c is a speed of light in vacuum. The vector and scalar potentials of the external field
are A⃗ and Φ, respectively, while Vat represents the static potential energy of the atom
(with the nucleus at the origin of the coordinate system). However, the above form may
be inconvenient for the interaction analysis with a directly given electromagnetic field (e.g.
plane wave or Gaussian pulses extensively used in the experimental realizations). The fact
that the electromagnetic field remains the same under the so-called gauge transformations
A⃗ → A⃗ + ∇⃗ f , Φ → Φ − 1

c
∂
∂t f , where f ≡ f (⃗r, t) is any twice continuously differentiable

function, provides some freedom in the formulation of the interaction Hamiltonian. The
most useful, in the context of this dissertation, is the Göppert-Mayer transformation [42]

f (⃗r, t) = −⃗r · A⃗(⃗0, t). (2.9)

The transformed Hamiltonian (2.8) has a form [42]

H̃(⃗r, p⃗, t) =
1

2me

(
p⃗ − e

c

(
A⃗(⃗r, t)− A⃗(⃗0, t)

))2
+ e

(
Φ(⃗r, t) + r⃗

∂

c∂t
A⃗(⃗0, t)

)
+ Vat(⃗r). (2.10)
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Before it becomes clear why such a transformation is helpful, it is worth focusing on the
electromagnetic field itself. The simplest example would be a pulse with a given carrier
frequency ωc and electric and magnetic envelopes E⃗0(⃗r, t), B⃗0(⃗r, t), respectively. Mathemat-
ically, it reads

E⃗(⃗r, t) = E⃗0(⃗r, t) cos
(

k⃗ · r⃗ ± ωct + ϕ
)

, (2.11a)

B⃗(⃗r, t) = B⃗0(⃗r, t) cos
(

k⃗ · r⃗ ± ωct + ϕ
)

, (2.11b)

where r⃗ is the position vector, k⃗ is a wave vector where |⃗k| = ωc/c, and ϕ is an additional
field phase. The ± sign corresponds to different propagation directions. In most cases, the
quantum system, which is the subject of the considerations, is much smaller compared to
the wavelength of the external electromagnetic field. Hence, k⃗ · r⃗ ≪ 1 as |⃗r| is at most of
the size of the system, and it is assumed that the center of the system is in the origin of
the coordinate system. Taylor series provides the following expansion

cos
(

k⃗ · r⃗ ± ωct + ϕ
)
= cos

(
k⃗ · r⃗

)
cos(ωct ± ϕ)∓ sin

(
k⃗ · r⃗

)
sin(ωct ± ϕ)

=


1 −

(
k⃗ · r⃗

)2

2!
+ · · ·


 cos(ωct ± ϕ)∓


⃗k · r⃗ −

(
k⃗ · r⃗

)3

3!
+ · · ·


 sin(ωct ± ϕ)

= cos(ωct ± ϕ) +O
(

k⃗ · r⃗
)

.

The approximation justifies neglecting the spatial variation along the system, and so
A⃗(⃗r, t) ≈ A⃗(⃗0, t) (the system is placed in the origin). From now on, the additional phase
term ±ϕ can be neglected as it does not provide any qualitative changes.

Assuming Φ(⃗r, t) = 0 as there are no free charges in the vicinity of the system and
recalling that the electric field in the Göppert-Mayer gauge (2.9) can be expressed in terms
of a vector potential by the relation

E⃗(⃗r, t) = −1
c

∂

∂t
A⃗(⃗r, t),

after applying the previously used transformation, the Hamiltonian (2.10) simplifies to

H(⃗r, p⃗, t) =
1

2me
p⃗2 + Vat(⃗r)

︸ ︷︷ ︸
Hsys

−e⃗r · E⃗(⃗0, t)︸ ︷︷ ︸
Hd

. (2.12)

The first two terms represent the system Hamiltonian Hsys, which (after quantization) can
be simplified e.g. to the form provided previously for the two-level system (2.3). The last
term Hd is the interaction Hamiltonian between the system and the external field, where
e⃗r = d⃗ is called the electric dipole moment, and the whole procedure describes the electric-
dipole approximation.

The correspondence rule [43] allows going from a classic to a quantum interaction Hamil-
tonian by replacing the position vector with the adequate operator r⃗ → ˆ⃗r ⇒ d⃗ → ˆ⃗d, and the
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same for the system Hamiltonian Hsys → Ĥsys, giving quantum version of the Hamiltonian
(2.12)

Ĥ(t) = Ĥsys − ˆ⃗d · E⃗. (2.13)

The operator ˆ⃗d is known as the dipole moment operator.
To have a complete picture of the dipole-approximated interaction Hamiltonian, the

absence of a magnetic field has to be explained. There are two reasons why, in this descrip-
tion, the magnetic part of the electromagnetic field is omitted.

First, the interaction of the magnetic field with the electron’s momentum is incorporated
in the full Hamiltonian (2.8). However, the Göppert Meyer transformation along with the
small size of the system and non-relativistic electron description provide an approximation
to the Hamiltonian that neglects this interaction, as it is much smaller compared to the
electric one.

Second, the classical Hamiltonian cannot describe the interaction with the electron spin
S⃗ as it is a purely quantum property of the particle. Hence it should be added by hand as

Hs = − e
me

S⃗ · B⃗(⃗r, t).

The relation between the electric and magnetic amplitudes of the electromagnetic field
reads

∣∣∣B⃗
∣∣∣ ∝ 1

c

∣∣∣E⃗
∣∣∣, while the spin value reads

∣∣∣S⃗
∣∣∣ ∝ 1

2 h̄. The comparison of the norms ∥Hs∥
and ∥Hd∥ for the typical parameters provides [44]

∥Hs∥
∥Hd∥

∝

∣∣∣S⃗
∣∣∣

2mec
r−1 ≈ 2 × 10−13m × r−1,

which is also negligible for a typical system’s size |⃗r| of the order of 10−10 – 10−8m. Hence,
the magnetic part does not contribute to the description of the evolution of the quantum
system.

2.1.3 Non-dissipative Bloch equations

Many atomic systems, such as atoms, homoatomic molecules, etc., are inversion symmet-
ric. For many others, effects related to inversion symmetry breaking are negligible and
it is enough to describe them as inversion-symmetric. Then, their eigenstates are either
symmetric or antisymmetric with respect to the operation R of spatial inversion. For a sin-
gle electron, R(ψ(⃗r)) = ±ψ(−⃗r), where ψ(⃗r) is a wavefunction in position representation
given by

ψi (⃗r) = ⟨⃗r|i⟩ = ± ⟨−⃗r|i⟩ = ±ψi(−⃗r), for i ∈ {e, g},

where |⃗r⟩ is an eigenstate of the electron position operator ˆ⃗r, and ± sign corresponds to
symmetric and antisymmetric states, respectively. The form of the dipole operator in the
basis of the eigenstates of the two-level system is then

ˆ⃗d = d⃗egσ̂+ + d⃗geσ̂
−, (2.14)
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where d⃗ge = d⃗⋆eg.
The evolution of the two-level system can be calculated by the previously introduced von

Neumann equation (2.5). Inserting the Hamiltonian (2.13) with the system Hamiltonian
(2.3) and the dipole operator (2.14) interacting with the external field given by (2.11a) in
the dipole approximation, the equation reads

ih̄
d
dt

ρ̂sys(t) =




1
2

h̄ωegσ̂z −
(

d⃗egσ̂+ + d⃗geσ̂
−
)

E⃗0(t) cos(ωct)
︸ ︷︷ ︸

Ĥ(t)

, ρ̂sys(t)


 . (2.15)

It can be split into a set of first-order differential equations for the expected values of the
operators ⟨σ̂z⟩, ⟨σ̂+⟩, ⟨σ̂−⟩. The formula for the expected value of a given operator Â under
the evolution of the density matrix ρ̂(t) reads

⟨Â⟩ = Tr
(
ρ̂(t)Â

)
,

where Tr(·) stands for the trace operation. The useful properties

d
dt

⟨Â⟩ = d
dt

Tr
(
ρ̂(t)Â

)
= Tr

(
d
dt

ρ̂(t)Â
)

,

Tr
(
αÂ + βB̂

)
= α Tr

(
Â
)
+ β Tr

(
B̂
)
,

Tr
(

ÂB̂
)
= Tr

(
B̂Â
)
,

(2.16)

where Â, and B̂ are two operators and α, β ∈ C. The equations for the evolution of the ex-
pected values of the σ-operators can be written by multiplying both sides of the evolution
equation (2.15) by such an operator. Then, applying the trace operation, the output set is

ih̄
d
dt

⟨σ̂z⟩ = −2E⃗0(t) cos(ωct)
(

d⃗eg⟨σ̂+⟩ − d⃗ge⟨σ̂−⟩
)

, (2.17a)

ih̄
d
dt

⟨σ̂+⟩ = −h̄ωeg⟨σ̂+⟩ − E⃗0(t) cos(ωct)d⃗ge⟨σ̂z⟩, (2.17b)

ih̄
d
dt

⟨σ̂−⟩ = h̄ωeg⟨σ̂−⟩+ E⃗0(t) cos(ωct)d⃗eg⟨σ̂z⟩, (2.17c)

where the trace properties (2.16) were used. The above equation set is a general form of
the so-called Bloch equations for two-level systems. They allow calculating the evolution
of the system and can be solved numerically.

To understand the meaning of these equations, one can show how the expected values of
the sigma operators correspond to the matrix elements of the density operator. It is easily
obtainable that ⟨σ̂±⟩ = ρge,eg(t), while ⟨σ̂z⟩ = ρee(t) − ρgg(t). Hence, ⟨σ̂±⟩ describes the
evolution of coherence, while ⟨σ̂z⟩ provides information on the evolution of the population.

In a simple scenario, the envelope of the external field does not depend on time
E⃗0(t) ≡ E⃗0, and the above set can be simplified if noted that the equations can be di-
vided into rapidly and slowly oscillating terms. According to the solution presented in the
absence of an external field (2.7), the off-diagonal (coherence) terms oscillate much faster
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compared to the diagonal (population) ones. This is true also for the evolution under ex-
ternal illumination. Moreover, in the usual case of interest, the external field’s frequency
is close to the transition frequency of the two-level system ωc ≈ ωeg, which is described
in the literature as a resonant or fluorescent regime. These conditions provide a significant
interaction between the system and the electromagnetic field. Based on these observations,
the coherence operators can be explicitly represented as a rapidly oscillating term and a
slowly oscillating envelope (marked with ∼) by the ansatz

⟨σ̂±⟩ = ⟨ ˆ̃σ±⟩e±iωct. (2.18)

Inserting this form into Bloch equations (2.17), and making use of the relation cos(ωct) =
1
2 (exp(iωct) + exp(−iωct)) allows to separate terms with different temporal behavior

ih̄
d
dt

⟨σ̂z⟩ = −E⃗0

(
d⃗eg⟨ ˆ̃σ+⟩ − d⃗ge⟨ ˆ̃σ−⟩

)
− E⃗0

(
d⃗eg⟨ ˆ̃σ+⟩e2iωct − d⃗ge⟨ ˆ̃σ−⟩e−2iωct

)
, (2.19a)

ih̄
d
dt

⟨ ˆ̃σ±⟩ = ±h̄
(
ωc − ωeg

)
︸ ︷︷ ︸

δ

⟨ ˆ̃σ±⟩ ∓ 1
2

E⃗0d⃗ge,eg⟨σ̂z⟩ ∓
1
2

E⃗0d⃗ge,ege∓2iωct⟨σ̂z⟩, (2.19b)

where the new symbol δ is used for the difference between driving and transition fre-
quencies providing quantitative information about the detuning from the resonance. The
underlined terms oscillate with high frequency ±2ωc, while the others depend on time
slowly. In the typical case, these rapidly oscillating terms can be dropped as they average
out for interesting evolution timescales.

The discussed approximation has its name – Rotating-Wave Approximation (RWA); nev-
ertheless, from the reasoning presented above it is not clear where this name came from.
However, there is another way to obtain the same set (2.19) by moving to a different frame,
typically performed through unitary transformations in Hilbert space. For any unitary
transformation U(t) hold

U(t)U†(t) = I,
ˆ̃ρ(t) = U(t)ρ̂(t)U†(t),

ˆ̃H(t) = U(t)Ĥ(t)U†(t) + ih̄
d
dt

U(t)U†(t),

where ·† represents the Hermitian conjugation, and the transformations of the density
matrix operator and Hamiltonian preserve the form of the von-Neumann equation (the
equation is invariant under unitary transformations). In this problem, the frame rotating
with an external field frequency ωc is useful as it leads to the same modification of the σ̂±

operators as in (2.18), namely

URWA(t) = e
1
2 iωctσ̂z ,

URWA(t)σ̂±U†
RWA(t) = ˆ̃σ±e±iωct,

ih̄
d
dt

URWA(t)U†
RWA(t) = −1

2
ωcσ̂z.

(2.20)
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Figure 2.3: Illustrative presentation of the evolution of the expected values of the σ-operators for
a two-level system interacting with a resonant electric field. Initially, the system is pre-
pared in the ground state such that ρee(0) = 0, ρgg(0) = 1, and ρeg(0) = 0. The solid
lines correspond to the solution for the Hamiltonian without any approximations (la-
beled as full), while the dashed lines show the solution with the RWA included (labeled
as RWA). Only the imaginary part of the coherence ⟨ ˆ̃σ+⟩ is shown, as the real one is
negligible. All the units are arbitrarily chosen.

The rotated full Hamiltonian (2.15) has the form

ˆ̃H(t) = −1
2

h̄δσ̂z −
1
2

E⃗0

(
d⃗eg ˆ̃σ+ + d⃗ge ˆ̃σ−

)

︸ ︷︷ ︸
ĤRWA

−1
2

E⃗0

(
d⃗eg ˆ̃σ+e2iωct + d⃗ge ˆ̃σ−e−2iωct

)
. (2.21)

Note that σz is not modified by this transformation. Since the commutation relations
between rotated operators are the same as in the original frame

[
σ̂z, ˆ̃σ±

]
= ±2 ˆ̃σ±,

[
ˆ̃σ±, ˆ̃σ∓

]
= ±σ̂z, the procedure of finding Bloch equations is analogical, and provides

exactly the same set of equations as (2.19). The difference is conceptual, as using U(t)
the splitting onto slowly- and rapidly- rotating terms is done already at the stage on the
Hamiltonian description. The part ĤRWA is responsible for time-independent terms, hence
rotating-wave approximation means dropping terms that counter-rotate to the (also rotat-
ing) frame incorporated by the unitary transformation. The approximated von Neumann
equation has the form

ih̄
d
dt

ˆ̃ρ(t) =
[

ĤRWA, ˆ̃ρ(t)
]

. (2.22)

The comparison of the solutions with and without this approximation is shown in
Fig. 2.3. The rapidly-oscillating terms provide a correction to the ⟨σ̂z⟩ visible as small
wiggling along the approximated solution, while for the coherence the curve in the trans-
formed frame ⟨ ˆ̃σ

+⟩ is simply the envelope of the full solution ⟨σ̂+⟩. Most importantly,
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upon interaction with an external field, the population of the system oscillates. This phe-
nomenon is known as Rabi oscillations, and the frequency reads

ΩR =
E⃗0 · d⃗ge

h̄
. (2.23)

Hence, the Rabi frequency depends linearly on the amplitude of the electric field. It is
worth noting, that this term is precisely the coupling constant between a system and a
field. The linear dependence of the light-matter interaction constant on the field amplitude
is important for the articles comprising this thesis.

The RWA provides proper results in the near-resonant regime, which is understood as
|δ| ≪ ωc, ωeg, and for a weak coupling |ΩR| ≪ ωc, ωeg. Beyond, counter-rotating terms
cannot be neglected. Even with these restrictions, the RWA form of the Bloch equations
is extremely useful as it does not contain any explicitly time-dependent terms and so can
be solved analytically. Moreover, it provides a clear insight into the system’s dynamics
revealing the most significant property of a driven two-level system – Rabi oscillations.

2.1.4 Dissipative Bloch equations

In experimental conditions, it is challenging to achieve isolated systems (as in Sec. 2.1.1) or
systems interacting with a single mode of the electric field (as in Sec. 2.1.3), as the quantum
systems always interact with vacuum modes or with other systems in an ensemble. Hence,
a quantitative description of such additional interactions has to be incorporated into the
evolution equation. The solution to this problem is the usage of the so-called quantum
master equation [45], which, in a general form, is extremely hard to solve. Instead, the
most popular and broadly used is its approximated form named Gorini–Kossakowski–
Sudarshan–Lindblad (GKLS or just Lindblad) equation [46]

ih̄
d
dt

ρ̂(t) =
[
Ĥ(t), ρ̂(t)

]
+ ih̄ ∑

i
γi

(
L̂iρ(t)L̂†

i −
1
2

(
L̂†

i L̂iρ̂(t) + ρ̂(t)L̂†
i L̂i

))

︸ ︷︷ ︸
L(ρ̂(t))

, (2.24)

where the first part is the regular von Neumann equation with a density operator of the
system and the coherent evolution Hamiltonian. The additional sum corresponds to inco-
herent interactions with the modes outside the system, also called environment or reser-
voir, and is described by the operators

√
γi L̂i.

The environment provides additional ways for the system to evolve and is typically
much larger (in a Hilbert space sense) than the quantum system itself. For this reason,
in most cases, it is justified to assume that the environment evolution is negligible as the
system does not impact it significantly. Moreover, it is assumed that system-environment
interaction is Markovian (memoryless), i.e., coupling to it is relatively weak and can be
treated as time-independent, which greatly reduces the computation complexity.

The easiest case the above equation can describe is the spontaneous emission – a random
process of transition from excited to the ground state due to the interaction of the excited
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system with an environment in the form of virtual photons in vacuum. In that case, γi ≡
γse is a decay rate or parameter that describes how fast, on average, the system will deexcite
and is inversely proportional to the lifetime of the excited state. Since in the process system
changes its state from |e⟩ to |g⟩, the spontaneous emission operator has the form of the flip
operator L̂se = |g⟩ ⟨e| = σ̂−.

To find additional terms for the Bloch equations derived in the previous section, the
same procedure as with the von Neumann equation can be repeated for the Lindblad part.
That is, multiplying by σ̂ ∈ {σ̂z, σ̂+, σ̂−} and taking the trace gives

Lse(⟨σ̂⟩) = ih̄γse

(
Tr
(
σ̂σ̂−ρ̂(t)σ̂+

)
− 1

2
(
Tr
(
σ̂σ̂+σ̂−ρ̂(t)

)
+ Tr

(
σ̂ρ̂(t)σ̂+σ̂−))

)

= −ih̄





γse (⟨σ̂z⟩+ 1) , if σ̂ = σ̂z,

1
2 γse⟨σ̂±⟩, if σ̂ = σ̂±.

Therefore, in the case of a two-level system interacting only with vacuum, the Bloch equa-
tions have the form

ih̄
d
dt

⟨σ̂z⟩ = −ih̄γse (⟨σ̂z⟩+ 1) ⇒ ⟨σ̂z⟩(t) = (⟨σ̂z⟩(0) + 1) e−γset − 1, (2.25a)

ih̄
d
dt

⟨σ̂±⟩ = −ih̄
(
∓iωeg +

1
2

γse

)
⟨σ̂±⟩ ⇒ ⟨σ̂±⟩(t)e∓iωegt

︸ ︷︷ ︸
⟨ ˆ̃σ

±⟩(t)

= ⟨σ̂±⟩(0)e− 1
2 γset. (2.25b)

Contrary to the solution of the isolated system, the population in the system does not stay
the same (unless the initial state was |g⟩) but rather decays eventually to the ground state
as ⟨σ̂z⟩ −−→

t→∞
−1. Moreover, the coherence also decreases but slower and eventually reaches

zero. Such irreversible processes lead to a loss of information and energy and are called
dissipative.

Complementary to the spontaneous emission, one can describe an incoherent pump-
ing process, when the reservoir’s energy is transferred into the system. It can happen e.g.,
when the system is in non-zero temperature and thermal photons can excite it. The descrip-
tion is similar to spontaneous emission, but the operator has a form L̂pu = |e⟩ ⟨g| = σ̂+

with the pump rate γpu. Short calculations with use of the GKLS equation (2.24) show
that the result is similar to (2.25), with γse → γpu and reversed signs next to "1"s. This
time ⟨σ̂z⟩ −−→

t→∞
1. Hence, the population tends to transfer to the excited state. However,

incoherent interaction with an environment always provides a loss of coherence, since the
equation for ⟨σ̂±⟩ is the same as in the spontaneous emission case.

Another source of decoherence that occurs in atomic system ensembles are collisions
with the sample walls and among the systems forming the ensemble. In this process, de-
phasing occurs and population transfer between states is not induced, contrary to the
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Figure 2.4: Illustrative presentation of the resonant evolution of the expected values of the σ-
operators for the two-level system in incoherent interactions. The system is initially pre-
pared in the superposition of excited and ground states such that ρee(0) = ρgg(0) = 1/2,
and ρeg(0) = 1/2. The solid lines correspond to the decay of the population and coher-
ence in the spontaneous emission process (labeled sp. emission), while the dashed lines
present evolution for the pumping process (labeled pumping), and dot-dashed lines show
evolution with only dephasing process. In all the cases γ-rates are the same, and the L̂-
operators are introduced in the main text. All the units are arbitrarily chosen.

previous examples. The operator may have a form L̂de = 1√
2
σ̂z with the decay rate γde. In

that case, the additional terms read

Lde(⟨σ̂⟩) = ih̄γde

(
1
2

Tr(σ̂σ̂zρ̂(t)σ̂z)−
1
2

(
1
2

Tr(σ̂σ̂zσ̂zρ̂(t)) +
1
2

Tr(σ̂ρ̂(t)σ̂zσ̂z)

))

= −ih̄





0, if σ̂ = σ̂z,

γde⟨σ̂±⟩, if σ̂ = σ̂±.

Indeed, only coherence is dumped in this process while the population is intact.
The graphical comparison of the evolution of the system for each incoherent process is

presented in Fig. 2.4. While for the spontaneous emission and pumping cases the behavior
of the population is tremendously different, the coherence behaves the same. For the de-
phasing process, as intended, the population is unchanged while the coherence decays at
a double pace even though the γ-rates have been assumed to have the same values in each
case.

Previously, the evolution equations under RWA (2.19) were presented, so it is also of
interest to analyze the behavior of the transformed Lindblad terms L̂i → ˆ̃Li. Under the
transformation URWA the σ̂± operators gain the phase terms exp

(
± 1

2 iωct
)
, while σz remains

unmodified (2.20). Since L̂i operators always appear in pairs (L̂i, L̂†
i ), these additional phase

terms cancel out and, in consequence, the form of the GKLS part (2.24) is unchanged.



18 light-matter interaction theory

Figure 2.5: Illustrative presentation of the resonant evolution of the expected values of the σ-
operators for the two-level system interacting with the external electric field with in-
cluded different dissipation mechanisms. The lines descriptions are the same as in
Fig. 2.4.

In summary, dissipative Bloch equations of the two-level system interacting with exter-
nal coherent field in the form of the plane wave in the RWA regime and with dissipative
processes included via GKLS equation read

ih̄
d
dt

⟨σ̂z⟩ = −h̄
(

Ω⋆
R⟨ ˆ̃σ+⟩ − ΩR⟨ ˆ̃σ−⟩

)
− ih̄

(
Γ + γpu

)
⟨σ̂z⟩ − ih̄

(
Γ − γpu

)
, (2.26a)

ih̄
d
dt

⟨ ˆ̃σ±⟩ = ±h̄δ⟨ ˆ̃σ±⟩ ∓ 1
2

h̄Ω·,⋆
R ⟨σ̂z⟩ − ih̄γ⊥⟨ ˆ̃σ±⟩, (2.26b)

where Γ is called the longitudinal decay rate in literature and takes into account all inco-
herent processes of population decay to the ground state. In this thesis, it corresponds to
spontaneous emission Γ = γse, while the pumping process is added separately. On the
other hand, γ⊥ is named the transverse decay rate and contains all the information about
the incoherent processes that affect the coherence in the system (with pumping included).
In this thesis, it reads γ⊥ = 1

2

(
γse + γpu

)
+ γde. In light of these results, it is justified to

write γ⊥ ≥ 1
2 Γ with equality holding if no pure dephasing or pumping processes affect

the evolution of the two-level system.
The solutions to Bloch equations (2.26) are illustrated in Fig. 2.5, with each line represent-

ing a different decoherence mechanism for easy comparison. Both spontaneous emission
and pumping processes result in a faster decay of population and coherence than dephas-
ing alone. Moreover, the population eventually reaches a stationary value, unlike solutions
without an external field. In each case, a stationary state is eventually reached: the high-
est values occur with pumping, the lowest with spontaneous emission, and intermediate
values with dephasing. Regardless of the mechanism, the decay in the population is due



2.1 two-level systems 19

to the external field coupling the ground and excited states, causing the system to os-
cillate between them. Thus, coherence influences the population and decay in coherence
impacts population evolution. The decoherence does not affect the population directly in
the dephasing process, preserving oscillations for the longest time.

2.1.5 Permanent dipole moments

So far, the dipole operator in the form (2.14) has been considered. As has been stated,
this is justified for the systems with inversion symmetry since the wavefunctions have
certain parities. The natural generalization pertains to a description of the evolution of a
system with broken inversion symmetry, i.e., polar systems. Broken symmetry provides
additional dipole moments in the system: permanent dipole moments d⃗ee, d⃗gg in each of
the eigenstates. The connection between the geometry of the system and the appearance
of PDMs can be found in Section S1 in Supplement to the article A2. The generalized form
of the dipole operator reads

ˆ⃗d = d⃗egσ̂+ + d⃗geσ̂
− +

1
2

(
d⃗ee − d⃗gg

)
σ̂z +

1
2

(
d⃗ee + d⃗gg

)
Î. (2.27)

The Hamiltonian describing the interaction between such a system with the external
electric field has a more complex form compared to the one from (2.15)

Ĥ(t) =
1
2

h̄

(
ωeg −

(
d⃗ee − d⃗gg

) E⃗0(t)
h̄

cos(ωct)

)

︸ ︷︷ ︸
ωeg(t)

σ̂z −
(

d⃗egσ̂+ + d⃗geσ̂
−
)

E⃗0(t) cos(ωct),

(2.28)
where the term with the identity operator Î operator is dropped as it does not contribute
to the evolution equations (as was shown in Sec. 2.1.1). The difference between non-polar
and polar systems is manifested in the transition frequency. For the polar case, it becomes
time-dependent, as it starts to oscillate with the external field’s frequency ωc, and with the
amplitude proportional to the permanent dipole moments difference between the excited
and ground states d⃗ee − d⃗gg.

The goal is to find the time-independent Bloch equations in the spirit of the previous
section. However, in addition to RWA, there is a need to apply a unitary transformation to
deal with the time dependency of the transition frequency. The proper form reads [4]

UPDM(t) = e−i 1
2 κz sin(ωct)σ̂z ,

UPDM(t)σ̂±U†
PDM(t) = ˆ̃σ±e∓iκz sin(ωct),

ih̄
d
dt

UPDM(t)U†
PDM(t) =

1
2

h̄κzωc cos(ωct)σ̂z,

(2.29)
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Figure 2.6: Illustrative presentation of the difference between Rabi frequency for polar (solid line)
and non-polar (dashed line) systems as a function of electric field amplitude. The tran-
sition dipoles in both cases are the same, and all parameters are in arbitrary units.

where κz =
(

d⃗ee − d⃗gg

)
E⃗0/h̄ωc, and again, the plane wave assumption is in use E⃗0(t) ≡ E⃗0.

Indeed, the transformed Hamiltonian (2.28) has time-independent σ̂z-term

ˆ̃H(t) =
1
2

h̄ωegσ̂z −
(

d⃗eg ˆ̃σ+e−iκz sin(ωct) + d⃗ge ˆ̃σ−eiκz sin(ωct)
)

E⃗0 cos(ωct). (2.30)

The complicated form next to the σ̂± operators can be expressed by the sum of Bessel
functions of the first kind Jn(x) for n ∈ Z

e±iκz sin(ωct) =
∞

∑
n=−∞

Jn(κz)e±inωct.

It is convenient to write the Hamiltonian using this expression as terms that oscillate with
different frequencies nωc are easily separable. Additionally, making use of the property
Jn−1(x) + Jn+1(x) = 2n

κz
Jn(x), and the unitary transformation URWA (2.20), the full Hamil-

tonian (2.30) transforms to

ˆ̃̃
H(t) = −1

2
h̄δσ̂z −

1
2

h̄
2
κz

J1(κz)
(

Ω⋆
R

ˆ̃̃
σ+ + ΩR

ˆ̃̃
σ−
)

︸ ︷︷ ︸
ĤRWA

− 1
2

h̄
∞

∑
n=−∞

n ̸=0

2(n + 1)
κz

Jn+1(κz)
(

Ω⋆
R

ˆ̃̃
σ+e−inωct + ΩR

ˆ̃̃
σ−einωct

)
,

(2.31)

where ˜̃· highlights application of both unitary transformations.
The important difference between this result and the RWA Hamiltonian for the nonpolar

system (2.21) is the nonlinear dependence of the coupling on the external field and hence
the nonlinear Rabi frequency. Note that κz is a function of the field amplitude.

Ω̃R =
2
κz

J1(κz)ΩR. (2.32)
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The form above is general and recreates the previous one (2.23) for
(

d⃗ee − d⃗gg

)
→ 0 as the

additional term vanishes 2
κz

J1(κz) → 1. Besides that, the RWA Hamiltonian looks the same
as previously, hence the Bloch equations for the polar system under all the approximations
described earlier have the same form as in Eqs. (2.26)

ih̄
d
dt

⟨σ̂z⟩ = −h̄
(

Ω̃⋆
R⟨ ˆ̃̃

σ+⟩ − Ω̃R⟨ ˆ̃̃
σ−⟩

)
− ih̄

(
Γ + γpu

)
⟨σ̂z⟩ − ih̄

(
Γ − γpu

)
, (2.33a)

ih̄
d
dt

⟨ ˆ̃̃
σ±⟩ = ±h̄δ⟨ ˆ̃̃

σ±⟩ ∓ 1
2

h̄Ω̃·,⋆
R ⟨σ̂z⟩ − ih̄γ⊥⟨ ˆ̃̃

σ±⟩. (2.33b)

The comparison for the arbitrarily chosen parameters of Rabi frequency in polar and
non-polar systems is shown in Fig. 2.6. The nonlinear behavior is an interesting and in-
triguing phenomenon that may influence the description of the most basic light-matter
interaction and is a starting point for the article A1.

2.2 three-level systems

The discussion now naturally continues to the exploration of three-level quantum systems,
extending the concepts discussed in the previous chapter. These systems provide a richer
framework compared to their two-level counterparts, allowing for more complex inter-
action scenarios, e.g., involving multiple driving fields. The study of three-level systems
reveals new phenomena that are not present in simpler systems and offers insights into
more advanced topics such as coherent population trapping [47], EIT [27–30], STIRAP [15],
and many more [48–51].

In the context of this dissertation, the most important is the ability to control the dy-
namics of the system via a driving field, i.e., dressing the system optically to impact the
propagation of probe pulses. These possibilities are investigated for three-level systems
with inversion symmetry.

2.2.1 Configurations V, Λ, and Ξ

Figure 2.7: Schematic representation of three possible configurations of the energy levels with
marked transition frequencies.



22 light-matter interaction theory

There are three ways to organize the three levels that provide significantly different re-
sponses to the external electromagnetic field. In the literature, they are named Λ, V, and Ξ
systems with graphical representation in Fig. 2.7, and the Hamiltonians respectively read

ĤΛ
sys = h̄ωg1 |g1⟩ ⟨g1|+ h̄ωg2 |g2⟩ ⟨g2|+ h̄ωe |e⟩ ⟨e| , (2.34a)

ĤV
sys = h̄ωg |g⟩ ⟨g|+ h̄ωe1 |e1⟩ ⟨e1|+ h̄ωe2 |e2⟩ ⟨e2| , (2.34b)

ĤΞ
sys = h̄ωg |g⟩ ⟨g|+ h̄ωm |m⟩ ⟨m|+ h̄ωe |e⟩ ⟨e| . (2.34c)

The systems dynamics are significantly different and the energy levels are named ac-
cordingly, to highlight their role. Hence, the bases are BΛ = {|g1⟩ , |g2⟩ , |e⟩}, BV =

{|g⟩ , |e1⟩ , |e2⟩}, and BΞ = {|g⟩ , |m⟩ , |e⟩}. In this thesis, the orders of the energy levels
are such that ωg1 ≤ ωg2 ≤ ωe, ωg ≤ ωe1 ≤ ωe2 , ωg ≤ ωm ≤ ωe, for Λ, V, and Ξ configura-
tions, respectively.

The additional energy level, compared to the two-level system, provides space for inter-
action with three external fields, one for each energy-level pair. However, in the typical
scenario involving an inversion-symmetric system, the wave function of each energy level
has a certain parity. Hence, the direct transition between the same-parity levels is sup-
pressed. Especially, in the dipole approximation introduced in the previous section, the
following transitions are assumed to be forbidden: |g1⟩ ̸→ |g2⟩, |e1⟩ ̸→ |e2⟩, and |g⟩ ̸→ |e⟩
for the configurations Λ, V, and Ξ, respectively.

The electric-dipole-allowed transitions along with fields that couple them are shown in
Fig. 2.8 for each configuration. Usually, one of the fields is stronger compared to the other
and is called in the literature the control field (here described with Rabi frequency Ωc)
which leads to the optical dressing of the system mentioned earlier. This field controls the
system behavior in the interaction with the second weaker probe field (Rabi frequency Ωp).
Moreover, to describe near-resonant dynamics, detunings for control and probe fields are
allowed and described by δc = ωc − ωi, and δp = ωp − ωj, where ωc is the control field
frequency, ωp corresponds to the probe field frequency, and ωi,j are respective transition
frequencies where i ∈ {eg2, e2g, em}, and j ∈ {eg1, e1g, mg}.

Figure 2.8: Schematic presentation of the three-level systems driven by control (red) and probe
(blue) fields coupled to selected pairs of states. For each field and configuration, the
corresponding detuning is also marked.
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The Hilbert space in this case is larger; hence, instead of four operators describing the
two-level system, nine are required. However, the flip operators (σ̂−)†

= σ̂+ are connected,
and the probability preservation, Tr

(
ρ̂sys

)
= 1, is assumed, and so only five are inde-

pendent. For convenience, the operators are presented in tabular form in Tab. 2.1, and
σ-operators have subscripts p and c corresponding to the energy level pairs coupled via
probe and control fields, while f depicts pairs with forbidden transitions.

Table 2.1: Collective definitions of the operators used in the thesis.

Λ system V system Ξ system

Î ∑
i∈{g1, g2, e}

|i⟩ ⟨i| ∑
i∈{g, e1, e2}

|i⟩ ⟨i| ∑
i∈{g, m, e}

|i⟩ ⟨i|

σ̂z
p |e⟩ ⟨e| − |g1⟩ ⟨g1| |e1⟩ ⟨e1| − |g⟩ ⟨g| |m⟩ ⟨m| − |g⟩ ⟨g|

σ̂z
c |e⟩ ⟨e| − |g2⟩ ⟨g2| |e2⟩ ⟨e2| − |g⟩ ⟨g| |e⟩ ⟨e| − |m⟩ ⟨m|

σ̂+
p |e⟩ ⟨g1| |e1⟩ ⟨g| |m⟩ ⟨g|

σ̂+
c |e⟩ ⟨g2| |e2⟩ ⟨g| |e⟩ ⟨m|

σ̂+
f |g2⟩ ⟨g1| |e2⟩ ⟨e1| |e⟩ ⟨g|

The Hamiltonians from (2.34) can be then expressed as

ĤΛ
sys =

1
3

h̄



(
ωeg1 + ωg2g1

)
︸ ︷︷ ︸

ωΛ
p

σ̂z
p +

(
ωeg2 − ωg2g1

)
︸ ︷︷ ︸

ωΛ
c

σ̂z
c


 , (2.35a)

ĤV
sys =

1
3

h̄



(
ωe1g − ωe2e1

)
︸ ︷︷ ︸

ωV
p

σ̂z
p +

(
ωe2g + ωe2e1

)
︸ ︷︷ ︸

ωV
c

σ̂z
c


 , (2.35b)

ĤΞ
sys =

1
3

h̄



(
ωmg + ωeg

)
︸ ︷︷ ︸

ωΞ
p

σ̂z
p +

(
ωem + ωeg

)
︸ ︷︷ ︸

ωΞ
c

σ̂z
c


 , (2.35c)

where Î-elements are dropped. Introducing new frequencies shown above, the general
Hamiltonian of the three-level system in any configuration can be expressed shortly as

Ĥα
sys =

1
3

h̄
(

ωα
pσ̂z

p + ωα
c σ̂z

c

)
, for α ∈ {Λ, V, Ξ}. (2.36)

The advantage of such choice of the operators is that for energy levels coupled via probe
and control fields the corresponding flip operators have the same commutation relations
as in the two-level system [σ̂+

p,c, σ̂−
p,c] = σ̂z

p,c, [σ̂z
p,c, σ̂±

p,c] = ±2σ̂±
p,c.
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2.2.2 Non-dissipative Bloch equations

The evolution of the three-level system driven by two external electric fields, in analogy
to the previously investigated two-level system in Sec. 2.1.3, is described by the Bloch
equations. However, additional energy level and coupling field, and three possible con-
figurations significantly complicate the general derivation. Nevertheless, this problem is
well-known in the literature [52–54].

The systems are coupled to the probe and control fields defined with the use of their
Rabi frequencies as follows

Ωp(t) = Ωp cos
(
ωpt

)
,

Ωc(t) = Ωc cos(ωct),

where h̄Ωp = E⃗p · d⃗ij for (i, j) ∈ {(g1, e), (g, e1), (g, m)}, and h̄Ωc = E⃗c · d⃗kl for (k, l) ∈
{(g2, e), (g, e2), (m, e)}. Vectors d⃗ij, and d⃗kl are the transition dipole moments of the cor-
responding energy levels pairs. From now, for the simplicity of notation, these dipole
moments will have subscripts p and c indicating pairs coupled by the probe and control
fields d⃗ij ≡ d⃗p, d⃗kl ≡ d⃗c. Hence, the total dipole moment operator reads

ˆ⃗d = d⃗⋆pσ̂+
p + d⃗pσ̂−

p + d⃗⋆c σ̂+
c + d⃗cσ̂−

c . (2.37)

The general Hamiltonian including (2.36) reads

Ĥα(t) = Ĥα
sys − h̄Ω⋆

p cos
(
ωpt

)
σ̂+

p − h̄Ω⋆
c cos(ωct)σ̂+

c + h.c. for α ∈ {Λ, V, Ξ}, (2.38)

where h.c. means Hermitian conjugation, and contains additional σ̂−
p,c terms. The time-

dependent form of the Hamiltonian can be approximated similarly to the unitary trans-
formation (2.20) used for the two-level system. However, the appearance of two external
fields with two different frequencies complicates the problem and the unitary transforma-
tion cannot be expressed just with σ̂z

p,c operators. The most convenient is to use, for the
moment, the sets of operators of the form {|i⟩ ⟨i|}|i⟩∈Bα for α ∈ {Λ, V, Ξ}. The unitary
transformations for each configuration read [54]

UΛ
RWA(t) = eiωpt |e⟩ ⟨e|+ ei(ωp−ωc)t |g2⟩ ⟨g2|+ |g1⟩ ⟨g1| ,

ih̄
d
dt

UΛ
RWA(U

Λ
RWA)

† = −h̄ωp |e⟩ ⟨e| − h̄(ωp − ωc) |g2⟩ ⟨g2| ,

UV
RWA(t) = eiωpt |e1⟩ ⟨e1|+ eiωct |e2⟩ ⟨e2|+ |g⟩ ⟨g| ,

ih̄
d
dt

UV
RWA(U

V
RWA)

† = −h̄ωp |e1⟩ ⟨e1| − h̄ωc |e2⟩ ⟨e2| ,

UΞ
RWA(t) = eiωpt |m⟩ ⟨m|+ ei(ωp+ωc)t |e⟩ ⟨e|+ |g⟩ ⟨g| ,

ih̄
d
dt

UΞ
RWA(U

Ξ
RWA)

† = −h̄ωp |m⟩ ⟨m| − h̄(ωp + ωc) |e⟩ ⟨e| .

(2.39)
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Figure 2.9: The evolution of the populations in three-level systems driven by plane-wave probe and
control fields.

This definition provides the following transformations of the σ-operators

Uα
RWAσ̂z

p,c(U
α
RWA)

† = σ̂z
p,c,

Uα
RWAσ̂±

p,c(U
α
RWA)

† = e±iωp,ct ˆ̃σ±
p,c,

Uα
RWAσ̂±

f (U
α
RWA)

† =





e±i(ωp−ωc)t ˆ̃σ±
f , for Λ,

e∓i(ωp−ωc)t ˆ̃σ±
f , for V,

e±i(ωp+ωc)t ˆ̃σ±
f for Ξ,

for α ∈ {Λ, V, Ξ}. Although the unitary transformation (2.39) is significantly different
from the one for two-level system (2.20), it has the same effect on the dynamics of the σ̂z

and flip operators, transforming the latter to slowly varying envelopes. The transformed
Hamiltonians can be expressed as

ˆ̃Hα(t) = −1
3

h̄
((

2δp ∓ δc
)

σ̂z
p +

(
2δc ∓ δp

)
σ̂z

c

)
− 1

2
h̄
(

Ω⋆
p

ˆ̃σ+
p + Ω⋆

c
ˆ̃σ+

c

)
+ h.c.

︸ ︷︷ ︸
Ĥα

RWA

− 1
2

h̄
(

Ω⋆
p

ˆ̃σ+
p + Ω⋆

c
ˆ̃σ+

c

)
e2iωpt + h.c. for α ∈ {Λ, V, Ξ}.

(2.40)

The ∓ signs in the first brackets differentiate between the Λ and V configurations, where
the minus sign applies, and the Ξ configuration, where the plus sign is correct. The Hamil-
tonian Ĥα

RWA evaluated in Eq. (2.40) can be divided into two parts: one involving operators
corresponding to the evolution under the influence of the probe field and the other involv-
ing analogous operators for the control field. However, operators in these separate parts
do not commute as [σ̂z

p,c, ˆ̃σ±
c,p] = ± ˆ̃σ±

c,p for Λ and V, and [σ̂z
p,c, ˆ̃σ±

c,p] = ∓ ˆ̃σ±
c,p for Ξ.

The Bloch equations can be evaluated as previously in (2.22) by using von Neumann
equation

ih̄
d
dt

ˆ̃ρ(t) = [Ĥα
RWA, ˆ̃ρ(t)].
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The expected values of five operators: σ̂z
p,c, and ˆ̃σ+

p,c, f , provide full information on the
evolution of the system as ˆ̃σ−

p,c, f = ( ˆ̃σ+
p,c, f )

†, and σ̂z
f can be expressed as σ̂z

p − σ̂z
c , σ̂z

c − σ̂z
p,

and σ̂z
p + σ̂z

c for Λ, V, and Ξ, respectively. The generally written explicit Bloch equations
for these expected values of the operators read

ih̄
d
dt

⟨σ̂z
p⟩ = −h̄

(
Ω⋆

p⟨ ˆ̃σ+
p ⟩ − Ωp⟨ ˆ̃σ−

p ⟩
)
∓ 1

2
h̄
(

Ω⋆
c ⟨ ˆ̃σ+

c ⟩ − Ωc⟨ ˆ̃σ−
c ⟩
)

, (2.41a)

ih̄
d
dt

⟨σ̂z
c ⟩ = −h̄

(
Ω⋆

c ⟨ ˆ̃σ+
c ⟩ − Ωc⟨ ˆ̃σ−

c ⟩
)
∓ 1

2
h̄
(

Ω⋆
p⟨ ˆ̃σ+

p ⟩ − Ωp⟨ ˆ̃σ−
p ⟩
)

, (2.41b)

ih̄
d
dt

⟨ ˆ̃σ+
p ⟩ = h̄δp⟨ ˆ̃σ+

p ⟩ −
1
2

h̄Ωp⟨σ̂z
p⟩+





+ 1
2 h̄Ωc⟨ ˆ̃σ+

f ⟩, for Λ,

− 1
2 h̄Ωc⟨ ˆ̃σ−

f ⟩, for V,

+ 1
2 h̄Ω⋆

c ⟨ ˆ̃σ+
f ⟩, for Ξ,

(2.41c)

ih̄
d
dt

⟨ ˆ̃σ+
c ⟩ = h̄δc⟨ ˆ̃σ+

c ⟩ −
1
2

h̄Ωc⟨σ̂z
c ⟩+





+ 1
2 h̄Ωp⟨ ˆ̃σ−

f ⟩, for Λ,

− 1
2 h̄Ωp⟨ ˆ̃σ+

f ⟩, for V,

− 1
2 h̄Ω⋆

p⟨ ˆ̃σ+
f ⟩, for Ξ,

(2.41d)

ih̄
d
dt

⟨ ˆ̃σ+
f ⟩ =





+h̄
(
δp − δc

)
⟨ ˆ̃σ+

f ⟩ − 1
2 h̄Ωp⟨ ˆ̃σ−

c ⟩+ 1
2 h̄Ω⋆

c ⟨ ˆ̃σ+
p ⟩, for Λ,

−h̄
(
δp − δc

)
⟨ ˆ̃σ+

f ⟩ − 1
2 h̄Ω⋆

p⟨ ˆ̃σ+
c ⟩+ 1

2 h̄Ωc⟨ ˆ̃σ−
p ⟩, for V,

+h̄
(
δp + δc

)
⟨ ˆ̃σ+

f ⟩ − 1
2 h̄Ωp⟨ ˆ̃σ+

c ⟩+ 1
2 h̄Ωc⟨ ˆ̃σ+

p ⟩, for Ξ.

(2.41e)

Once again, the ∓ sign provides distinction between configurations. As an example,
Fig. 2.9 presents the evolution of the σz-operators (and hence the population) for the sys-
tems driven by equally strong probe and control fields in the form of plane waves. The
population is initially in |g1⟩, |e1⟩, and |g⟩ states for Λ, V, and Ξ configurations, respec-
tively. Note that for the sake of symmetry in the figures, in the V-system, the excited state
is the initial one. Surprisingly, even if there is no field that directly couples levels of the σ̂z

f

operator, the Rabi oscillations between them appear with maximal amplitude providing
effective transfer of population.

Even more interesting and counterintuitive behavior can be observed for Gaussian-
shaped pulses. If the same initial states as previously are used for each case and an adi-
abatic control field is switched on first, it will couple unoccupied levels. Switching on an
adiabatic probe field later provides an ideal transfer of population between states noncou-
pled by any field. Moreover, the third state will be unoccupied during the entire process.
In Fig. 2.10 shapes and temporal positions of such pulses are shown, while the resulting
population transfer for each configuration can be found in Fig. 2.11. This provides direct
evidence of the significance of the coherence built-up even between unoccupied levels. The
process is known as the mentioned earlier Stimulated Raman Adiabatic Passage [15, 16]
and is used broadly in quantum optics.
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Figure 2.10: Shapes and order of probe and control fields driving three-level systems. Note that the
control pulse is sent before the probe one.

Figure 2.11: STIRAP process for each configuration. The evolution of the operators provides evi-
dence that in each case the levels coupled to both fields (|e⟩, |g⟩, and |m⟩, respectively)
are not occupied while the population is fully transferred from initial to final states.

2.2.3 Dissipative Bloch equations

In analogy to the two-level system case, the dissipation processes can be incorporated into
the evolution calculations by the GKLS equation (2.24) described in Sec. 2.1.4. However,
this time, due to the higher number of energy levels, and hence available configurations,
the incoherent system–reservoir interactions are described by more L̂ operators. Moreover,
the description is qualitatively different for each case.

For the spontaneous emission process, in each configuration, a pair of the L̂ operators
describes the evolution. Due to the existence of the forbidden transition (given by σ̂±

f ),
these operators correspond to the flip operators as L̂se

p = σ̂−
p and L̂se

c = σ̂−
c with respective

gamma rates γse
p,c. The additional terms that have to be added to the Bloch equations (2.41)

for a given operator σ̂ can be calculated using the equation

Lse(⟨σ̂⟩) = ih̄ ∑
i∈{p,c}

γse
i

(
Tr
(
σ̂σ̂−

i ρ̂(t)σ̂+
i

)
− 1

2
(
Tr
(
σ̂σ̂+

i σ̂−
i ρ̂(t)

)
+ Tr

(
σ̂ρ̂(t)σ̂+

i σ̂−
i

)))
.
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Hence, the results read

Lse(⟨σ̂z
p⟩) = −1

3
ih̄





(
2γse

p + γse
c

)
⟨σ̂z

p⟩+
(

2γse
p + γse

c

)
⟨σ̂z

c ⟩+
(

2γse
p + γse

c

)
for Λ,

(
4γse

p − γse
c

)
⟨σ̂z

p⟩ −
(

2γse
p − 2γse

c

)
⟨σ̂z

c ⟩+
(

2γse
p + γse

c

)
for V,

(
2γse

p − γse
c

)
⟨σ̂z

p⟩ −
(

2γse
p + 2γse

c

)
⟨σ̂z

c ⟩+
(

2γse
p − γse

c

)
for Ξ,

(2.42a)

Lse(⟨σ̂z
c ⟩) = −1

3
ih̄





(
2γse

c + γse
p

)
⟨σ̂z

c ⟩+
(

2γse
c + γse

p

)
⟨σ̂z

p⟩+
(

2γse
c + γse

p

)
for Λ,

(
4γse

c − γse
p

)
⟨σ̂z

c ⟩ −
(

2γse
c − 2γse

p

)
⟨σ̂z

p⟩+
(

2γse
c + γse

p

)
for V,

(
4γse

c + γse
p

)
⟨σ̂z

c ⟩+
(

2γse
c − γse

p

)
⟨σ̂z

p⟩+
(

2γse
c − γse

p

)
for Ξ,

(2.42b)

Lse(⟨ ˆ̃σ
±
p ⟩) = −1

2
ih̄





(
γse

p + γse
c

)
⟨ ˆ̃σ

±
p ⟩ for Λ,

γse
p ⟨ ˆ̃σ

±
p ⟩ for V,

γse
p ⟨ ˆ̃σ

±
p ⟩ for Ξ,

(2.42c)

Lse(⟨ ˆ̃σ
±
c ⟩) = −1

2
ih̄





(
γse

p + γse
c

)
⟨ ˆ̃σ

±
c ⟩ for Λ,

γse
c ⟨ ˆ̃σ

±
c ⟩ for V,

(
γse

p + γse
c

)
⟨ ˆ̃σ

±
c ⟩ for Ξ,

(2.42d)

Lse(⟨ ˆ̃σ
±
f ⟩) = −1

2
ih̄





0 for Λ,
(

γse
p + γse

c

)
⟨ ˆ̃σ

±
f ⟩ for V,

γse
c ⟨ ˆ̃σ

±
f ⟩ for Ξ.

(2.42e)

It is worth noticing the appearance of the term Lse(⟨ ˆ̃σ
±
f ⟩), which affects the evolution

of the coherence of states not directly coupled to the external fields nor the reservoir.
Surprisingly, for the Λ configuration, this coherence is protected from being suppressed in
a spontaneous emission process, whereas the opposite happens for the V configuration –
decoherence is fast due to the contribution from both pairs. The Ξ configuration is between
these two, as only the decoherence of the upper pair affects it.

In the same way, one can find terms that describe incoherent pumping in the system.
However, contrary to the two-level system, due to the two available transition channels,
pumping can be realized by operator L̂pu

p = σ̂+
p or L̂pu

c = σ̂+
c or both at the same time with

corresponding gamma rates γ
pu
p,c, as below



2.2 three-level systems 29

Lpu(⟨σ̂z
p⟩) = −1

3
ih̄





−
(
2γ

pu
p − 2γ

pu
c
)
⟨σ̂z

p⟩+
(
4γ

pu
p − γ

pu
c
)
⟨σ̂z

c ⟩ −
(
2γ

pu
p + γ

pu
c
)

for Λ,
(
2γ

pu
p + γ

pu
c
)
⟨σ̂z

p⟩+
(
2γ

pu
p + γ

pu
c
)
⟨σ̂z

c ⟩ −
(
2γ

pu
p + γ

pu
c
)

for V,
(
4γ

pu
p + γ

pu
c
)
⟨σ̂z

p⟩+
(
2γ

pu
p − γ

pu
c
)
⟨σ̂z

c ⟩ −
(
2γ

pu
p − γ

pu
c
)

for Ξ,

(2.43a)

Lpu(⟨σ̂z
c ⟩) = −1

3
ih̄





−
(
2γ

pu
c − 2γ

pu
p
)
⟨σ̂z

c ⟩+
(
4γ

pu
c − γ

pu
p
)
⟨σ̂z

p⟩ −
(
2γ

pu
c + γ

pu
p
)

for Λ,
(
2γ

pu
c + γ

pu
p
)
⟨σ̂z

c ⟩+
(
2γ

pu
c + γ

pu
p
)
⟨σ̂z

p⟩ −
(
2γ

pu
c + γ

pu
p
)

for V,
(
2γ

pu
c − γ

pu
p
)
⟨σ̂z

c ⟩ −
(
2γ

pu
c + 2γ

pu
p
)
⟨σ̂z

p⟩ −
(
2γ

pu
c − γ

pu
p
)

for Ξ,

(2.43b)

Lpu(⟨ ˆ̃σ
±
p ⟩) = −1

2
ih̄





γ
pu
p ⟨ ˆ̃σ

±
p ⟩ for Λ,

(
γ

pu
p + γ

pu
c
)
⟨ ˆ̃σ

±
p ⟩ for V,

(
γ

pu
p + γ

pu
c
)
⟨ ˆ̃σ

±
p ⟩ for Ξ,

(2.43c)

Lpu(⟨ ˆ̃σ
±
c ⟩) = −1

2
ih̄





γ
pu
c ⟨ ˆ̃σ

±
c ⟩ for Λ,

(
γ

pu
p + γ

pu
c
)
⟨ ˆ̃σ

±
c ⟩ for V,

γ
pu
c ⟨ ˆ̃σ

±
c ⟩ for Ξ,

(2.43d)

Lpu(⟨ ˆ̃σ
±
f ⟩) = −1

2
ih̄





(
γ

pu
p + γ

pu
c
)
⟨ ˆ̃σ

±
f ⟩ for Λ,

0 for V,

γ
pu
p ⟨ ˆ̃σ

±
f ⟩ for Ξ.

(2.43e)

In this case, pumping does not affect the coherence between the two excited states in the V
configuration. This can be understood by viewing pumping as the reverse of spontaneous
emission. As a result, the V system described in the pumping process is mathematically
analogous to the Λ system with included spontaneous emission.

Finally, similarly to the previous processes, the pure dephasing is also described by two
operators L̂de

p = 1√
2
σ̂z

p and L̂de
c = 1√

2
σ̂z

c with γde
p,c, respectively, providing following results

Lde(⟨σ̂z
p⟩) = 0, (2.44a)

Lde(⟨σ̂z
c ⟩) = 0, (2.44b)

Lde(⟨ ˆ̃σ
±
p ⟩) = −1

4

(
4γde

p + γde
c

)
⟨ ˆ̃σ

±
p ⟩, (2.44c)

Lde(⟨ ˆ̃σ
±
c ⟩) = −1

4

(
4γde

c + γde
p

)
⟨ ˆ̃σ

±
c ⟩, (2.44d)

Lde(⟨ ˆ̃σ
±
f ⟩) = −1

4

(
γde

p + γde
c

)
⟨ ˆ̃σ

±
f ⟩. (2.44e)
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As in the two-level system case, the dephasing process does not affect the population
and only coherence is dumped. Moreover, the forbidden direct transition given by ⟨σ̂±

f ⟩ is
affected even if the σ̂z

f operator was not explicitly involved, similarly to the spontaneous
emission and pumping processes.

In summary, the full Bloch equations that describe the evolution of the three-level sys-
tems with coherent and incoherent external fields are given by Eqs. (2.41 – 2.44).

2.3 media consisting of two- and three-level systems

In this section, the generalization of previously introduced concepts continues by describ-
ing the interaction between classical light and ensembles of quantum two- and three-level
systems, as introduced in Sections 2.1 and 2.2, respectively. The focus is on the behav-
ior of these systems when subjected to classical electromagnetic fields and on how their
collective response shapes the properties of light propagating through the medium.

For polar two-level systems driven by near-resonant fields, the medium acts as a source
of low-frequency radiation, highlighting the fundamental impact of the permanent dipoles
on the emission spectra. On the other hand, besides all variety of concepts, the ensembles
of three-level systems dressed by strong control fields support slow and fast propagation
of the probe field.

2.3.1 Electric susceptibility

Electric susceptibility χ characterizes the response of an atomic ensemble to an external
electromagnetic field. Specifically, it describes the polarization P⃗ of the medium induced
by such a field E⃗. This property plays a crucial role in determining how light propagates
through the medium by influencing the absorption and dispersion relations. In classical
electrodynamics, for the linear, isotropic, and dielectric media, the relation between these
quantities is given in the frequency domain as

P⃗(⃗r, ω) = ϵ0χ(ω)E⃗(⃗r, ω), (2.45)

where ϵ0 is the vacuum permittivity constant and r⃗ is the position vector. Note that χ

does not depend on position, as the isotropy of the medium ensures the same properties
at each point. Additionally, for the electric field in the form of the plane wave E⃗(⃗r, t) =

E⃗0 cos
(

k⃗⃗r − νt
)

, the transformation to the spectral domain reads

E⃗(⃗r, ω) =
1
2

E⃗0e−i⃗k⃗r
∞∫

−∞

ei(ν−ω)tdt +
1
2

E⃗0ei⃗k⃗r
∞∫

−∞

e−i(ν+ω)tdt

=
1
2

E⃗0e−i⃗k⃗rδ(ν − ω) +
1
2

E⃗0ei⃗k⃗rδ(ν + ω),

where k⃗ is the wave vector, ν is a frequency, and δ(x) is the Dirac delta. The propagation
direction was chosen arbitrary, and will be the same for all fields along the chapter. The
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polarization can be split into two terms regarding positive and negative frequencies ω:
P⃗(⃗r, ω) = P⃗+ (⃗r, ω)δ(ν − ω) + P⃗− (⃗r,−ω)δ(ν + ω), where

P⃗+ (⃗r, ω) =
1
2

ϵ0χ(ω)E⃗0e−i⃗k⃗r, (2.46a)

P⃗− (⃗r,−ω) =
1
2

ϵ0χ(−ω)E⃗0ei⃗k⃗r. (2.46b)

The electric susceptibility function contains full information about the medium regard-
less of whether classical or quantum theory describes it. Hence, the quantum description
of the polarization has to be used to obtain it in the case of two- or three-energy-level
system ensembles. The induced polarization P⃗ represents the induced dipole moment per
unit volume, according to the formula [41]

P⃗(⃗r, t) = N⟨ ˆ⃗d(⃗r, t)⟩, (2.47)

where N stands for the density of quantum systems, and ˆ⃗d is the dipole moment operator
defined by Eq. (2.27) for polar two-level systems and by Eq. (2.37) for nonpolar three-level
systems. In this case, due to the large number of systems, the position vector r⃗ is treated as
a continuous quantity. To find the exact formula for the polarization, the Bloch equations
have to be used: Eq. (2.33) for the two-level systems, and Eqs. (2.41 – 2.44) for three-level
systems. As a result, polarization can be found as a linear combination of density matrix
element describing the medium.

By combining the two expressions for polarization, (2.45) and (2.47), the susceptibil-
ity function for a given medium can be found. However, note that these expressions are
written in two different domains: frequency and time, and are related by a Fourier trans-
form, which makes the general problem rather complicated. Yet, in the special case of
time-independent media, the problem reduces to solving the stationary form of the Bloch
equations for t −→ ∞, which will be relatively simple to transform. For the equations with
included incoherent processes, it means that terms with time derivatives are equal to zero.
Due to that, in the matrix form, set of the polar two-level system equations (2.33) read

0⃗ =




−iδ − γ⊥ 0 1
2 iΩ̃R

0 iδ − γ⊥ − 1
2 iΩ̃⋆

R

iΩ̃⋆
R −iΩ̃R −(Γ + γpu)







⟨ ˆ̃̃
σ+⟩s

⟨ ˆ̃̃
σ−⟩s

⟨σ̂z⟩s




−




0

0

(Γ − γpu)




,

where subscript s indicates stationary solution. At this point stationary states are easy to
find

⟨ ˆ̃̃
σ±⟩s = −

1
2 Ω̃R (δ ± iγ⊥)

(
Γ − γpu

)
(
δ2 + γ2

⊥
) (

Γ + γpu
)
+ |Ω̃R|2γ⊥

, (2.48a)

⟨σ̂z⟩s = −
(
δ2 + γ2

⊥
) (

Γ − γpu
)

(
δ2 + γ2

⊥
) (

Γ + γpu
)
+ |Ω̃R|2γ⊥

. (2.48b)
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For the nonpolar three-level system described by equations (2.41 – 2.44) the solutions for
each configuration are significantly more complicated, thus important assumptions have
to be made. First, the control field has a form of the plane wave and is strong enough that it
does not change along the medium. Second, it modifies the medium for the much weaker
probe field Ωp ≪ Ωc, which can have a spatio-temporal shape. This provides following
forms of the electric fields

E⃗c (⃗r, t) = E⃗0
c cos

(
k⃗c⃗r − νct

)
, (2.49a)

E⃗p (⃗r, t) = E⃗0
p (⃗r, t) cos

(
k⃗ p⃗r − νpt

)
, (2.49b)

where k⃗c,p and νc,p are the control and probe fields wave vectors and frequencies, respec-
tively. Additionally, it will be assumed that the shape E⃗0

p (⃗r, t) is spectrally narrow, i.e.,
the Fourier transformation gives the same result as for the plane wave. Due to the above,
the medium response to the probe pulse is determined by the matrix element ⟨ ˆ̃σ

±
p ⟩ [41].

Finally, the last assumption that probe pulse is also weaker than total γ-rates appearing
in the system, and so the Taylor expansion can be used regarding Ωp variable. Thus, the
series can be truncated on the linear terms, and the exact form, for included incoherent
process in the form of only spontaneous emission for the sake of simplicity, read

⟨ ˆ̃σ
+
p ⟩Λ

s =
1
2 iΩp

−iδp +
1
2 (γp + γc) +

1
4 |Ωc|2

−i(δp−δc)

+O(Ω3
p), (2.50a)

⟨ ˆ̃σ
+
p ⟩V

s =
1
2

iΩp

( 1
4 γ2

c + δ2
c +

1
4 |Ωc|2

)
+
(
iδc − 1

2 γc
) 1

4 |Ωc|2
−i(δp−δc)+

1
2 (γp+γc)

( 1
4 γ2

c + δ2
c +

1
2 |Ωc|2

) (
−iδp +

1
2 γp +

1
4 |Ωc|2

−i(δp−δc)+
1
2 (γp+γc)

) +O(Ω3
p), (2.50b)

⟨ ˆ̃σ
+
p ⟩Ξ

s =
1
2 iΩp

−iδp +
1
2 (γp + γc) +

1
4 |Ωc|2

−i(δp+δc)+
1
2 γc

+O(Ω3
p). (2.50c)

Note the absence of Ω2
p-terms.

As mentioned above, the polarization given by Eq. (2.46) is expressed in the spectral
domain, whereas quantum theory provides a temporal form in Eq. (2.47). To be able to
compare these two, the stationary solutions were found, and now the Fourier transforma-
tion can be performed. In the two-level system (2LS) case

P⃗2LS(ω) =

∞∫

−∞

P⃗2LS(t)e−iωtdt

= N
∞∫

−∞

(
d⃗eg⟨ ˆ̃̃

σ+⟩seiωcte−iκz sin(ωct) + d⃗ge⟨ ˆ̃̃
σ−⟩se−iωcteiκz sin(ωct) +

(
d⃗ee − d⃗gg

)
⟨σ̂z⟩s

)
e−iωtdt

≈ N
(

d⃗eg⟨ ˆ̃̃
σ+⟩s

∞∫

−∞

ei(ωc−ω)tdt

︸ ︷︷ ︸
δ(ωc−ω)

+d⃗ge⟨ ˆ̃̃
σ−⟩s

∞∫

−∞

e−i(ωc+ω)tdt

︸ ︷︷ ︸
δ(ωc+ω)

+
(

d⃗ee − d⃗gg

)
⟨σ̂z⟩s

∞∫

−∞

e−iωtdt

︸ ︷︷ ︸
δ(ω)

)
,
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Figure 2.12: Imaginary (solid line) and real (dashed line) parts of the electric susceptibility for the
medium of two-level systems. The imaginary part is responsible for the absorption in
the medium, while real part provides information about the dispersion.

where the assumption of weak driving field was used as κz ≪ 1, and hence e±iκz sin(ωct) ≈
J0(κz) ≈ 1. For convenience, the polarization can be split into three parts P⃗2LS(ω) =

P⃗+
2LS(ω)δ(ωc − ω) + P⃗−

2LS(−ω)δ(ωc + ω) + P⃗0
2LS(0)δ(ω), for which

P⃗+
2LS(ω) = Nd⃗eg⟨ ˆ̃̃

σ+⟩s, (2.51a)

P⃗−
2LS(−ω) = Nd⃗ge⟨ ˆ̃̃

σ−⟩s, (2.51b)

P⃗0
2LS(0) = N

(
d⃗ee − d⃗gg

)
⟨σ̂z⟩s. (2.51c)

Since term P⃗0
2LS(0) does not depend linearly on the external field, it is negligible in the de-

rivation of the electric susceptibility in the optical regime. Comparing fromulas for the po-
larizations in (2.46) and (2.51) (by realizing that ν = ωc), using (2.48), recalling definitions
of the Rabi frequency ΩR (⃗r) (2.23) and Ω̃R (⃗r) (2.32) for the field amplitude E⃗0 −→ E⃗0ei⃗k⃗r,
the expression for the electric susceptibility for ω = ωc reads

χ2LS(ωc) =
N|d⃗eg|2

h̄ϵ0

2
κz

J1(κz)
2⟨ ˆ̃̃

σ+⟩s (⃗r)
Ω̃R (⃗r)

=
N|d⃗eg|2

h̄ϵ0

2
κz

J1(κz)
i
(
Γ − γpu

)

(−iδ − γ⊥)
(
Γ + γpu

)
+ |Ω̃R|2γ⊥

(iδ−γ⊥)

≡ χ2LS(δ).
(2.52)

Note that even for the assumption κz ≪ 1, the influence of the permanent dipoles is visible.
Moreover, there is no spatial dependency, as intended. The resulting plot of electric suscep-
tibility is shown in Fig. 2.12. The real part of this complex quantity describes dispersion in
the system, whereas imaginary part provides absorption. Note that at resonance δ = 0 the
absorption is the highest which is an indication of strong interaction between the medium
and field. Also in that region the dispersion is anomalous – descreases with the increase
of the field’s frequency, which is discussed in details in Sec. 2.3.3.

Further analysis of the polar two-level medium regarding low-frequency radiation emis-
sion is investigated in article A2.
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In the three-level systems case, two fields are present, hence in analogy to the Eq. (2.46),
there are pairs of plus and minus polarization terms for the probe, and control fields given
in Eq. (2.49)

P⃗+
p (⃗r, ω) ≈ 1

2
ϵ0χp(ω)E⃗0

p (⃗r, ω)e−i⃗k p⃗r, (2.53a)

P⃗−
p (⃗r,−ω) ≈ 1

2
ϵ0χp(−ω)E⃗0

p (⃗r, ω)ei⃗k p⃗r, (2.53b)

P⃗+
c (⃗r, ω) =

1
2

ϵ0χc(ω)E⃗0
c e−i⃗kc⃗r, (2.53c)

P⃗−
c (⃗r,−ω) =

1
2

ϵ0χc(−ω)E⃗0
c ei⃗kc⃗r. (2.53d)

where assumption of the spectrally narrow temporal envelope of the probe field holds.
Subsequently, based on the polarization in the quantum systems given by Eq. (2.47), and
making use of the approach given for the two-level system, the polarization in the three-
level case read

P⃗3LS(ω) =

∞∫

−∞

P⃗3LS(t)e−iωtdt

= N
∞∫

−∞

(
d⃗⋆p⟨ ˆ̃σ+

p ⟩seiωpt + d⃗p⟨ ˆ̃σ−
p ⟩se−iωpt + d⃗⋆c ⟨ ˆ̃σ+

c ⟩seiωct + d⃗c⟨ ˆ̃σ−
c ⟩se−iωct

)
e−iωtdt

= N
(

d⃗⋆p⟨ ˆ̃σ+
p ⟩s

∞∫

−∞

ei(ωp−ω)tdt

︸ ︷︷ ︸
δ(ωp−ω)

+d⃗p⟨ ˆ̃σ−
p ⟩s

∞∫

−∞

e−i(ωp+ω)tdt

︸ ︷︷ ︸
δ(ωp+ω)

)

+ N
(

d⃗⋆c ⟨ ˆ̃σ+
c ⟩s

∞∫

−∞

ei(ωc−ω)tdt

︸ ︷︷ ︸
δ(ωc−ω)

+d⃗c⟨ ˆ̃σ−
c ⟩s

∞∫

−∞

e−i(ωc+ω)tdt

︸ ︷︷ ︸
δ(ωc+ω)

)
.

By splitting into terms respective to the probe and control fields P⃗3LS(ω) = P⃗p(ω) +

P⃗c(ω) ≡ P⃗+
p (ω)δ(ωp − ω) + P⃗−

p (−ω)δ(ωp + ω) + P⃗+
c (ω)δ(ωc − ω) + P⃗−

c (ω)δ(ωc + ω),
the form of polarizations is easily obtainable

P⃗+
p (ω) = Nd⃗⋆p⟨ ˆ̃σ+

p ⟩s, (2.54a)

P⃗−
p (−ω) = Nd⃗p⟨ ˆ̃σ−

p ⟩s, (2.54b)

P⃗+
c (ω) = Nd⃗⋆c ⟨ ˆ̃σ+

c ⟩s, (2.54c)

P⃗−
c (−ω) = Nd⃗c⟨ ˆ̃σ−

c ⟩s. (2.54d)

As stated previously, the control field is assumed to be much stronger compared to the
probe field, and so it modifies the properties of the medium in χp, whereas weak probe
field does not affect it significantly. As the propagation of the probe field is of the interest
of this thesis, only the electric susceptibility for this field is going to be derived. Similarly to
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Figure 2.13: Imaginary (solid line) and real (dashed line) parts of the electric susceptibilities for
media of three-level systems and for each configuration. In case of no control field, the
result is the same as for the two-level systems, while strong control field provides split-
ting of the absorption peak into two symmetric peaks providing transparency window
in former position of the resonance. In each case γ-rates are the same and δc = 0.

the derivation of χ2LS(δ) in Eq. (2.52), comparing fomulas in (2.53) and (2.54) (by realizing
that νp = ωp, νc = ωc) the electric susceptibility for the probe field and for ω = ωp, reads

χp(ωp) =
N|d⃗p|2

h̄ϵ0

2⟨ ˆ̃σ+
p ⟩s (⃗r)

Ωp (⃗r)
≡ χp(δp), (2.55)

hence, for each configuration the explicit forms with the use of Eqs. (2.50) read

χΛ
p (δp) =

N|d⃗p|2
h̄ϵ0

i

−iδp +
1
2 (γp + γc) +

1
4 |Ωc|2

−i(δp−δc)

, (2.56a)

χV
p (δp) =

N|d⃗p|2
h̄ϵ0

i

( 1
4 γ2

c + δ2
c +

1
4 |Ωc|2

)
+
(
iδc − 1

2 γc
) 1

4 |Ωc|2
−i(δp−δc)+

1
2 (γp+γc)

( 1
4 γ2

c + δ2
c +

1
2 |Ωc|2

) (
−iδp +

1
2 γp +

1
4 |Ωc|2

−i(δp−δc)+
1
2 (γp+γc)

) , (2.56b)

χΞ
p (δp) =

N|d⃗p|2
h̄ϵ0

i

−iδp +
1
2 (γp + γc) +

1
4 |Ωc|2

−i(δp+δc)+
1
2 γc

. (2.56c)

As expected, even though the stationary state of the coherence ˆ̃σ
+
p depends on r⃗, the re-

sulted electric susceptibility function is spatially independent for the linear term of the
Taylor series.

The electric susceptibility functions (2.56) are a powerful tool for analyzing the propa-
gation of the probe pulse (Ωp). The control field Ωc, treated as a parameter, allows for a
dramatic change in the response of the medium. One of the examples is Elecromagnetically
Induced Transparency. In Fig. 2.13 plots of the χα(δp) control field with switched off (gray
lines) and on (black lines) control field are shown. Note that for no control, the function
for the two-level system is recovered, which is an intuitive result. However, the appear-
ance of Ωc creates a dip in absorption (EIT) with a slowly varying dispersion, providing
slow probe pulse propagation or even trapping pulse inside the medium. Moreover, split
peaks have the same size as an original one only for the Λ configuration, while for the Ξ
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and V configurations they are suppressed. This behavior reflects the resulted equations of
evolution with spontaneous emission for ˆ̃σ+

f operator given in (2.42e).

2.3.2 Bloch–Maxwell equations

In the previous sections, equations describing the evolution of the quantum systems or
ensembles of such, driven by external field(s), have been provided. However, the field
evolution can also be a subject of investigation. In classical electrodynamics, propagation
of the electromagnetic field is described by the Maxwell equations in matter

∇⃗ · D⃗(⃗r, t) = ρ f (⃗r, t),

∇⃗ · B⃗(⃗r, t) = 0,

∇⃗× E⃗(⃗r, t) = − ∂

∂t
B⃗(⃗r, t),

∇⃗× H⃗(⃗r, t) = J⃗ f (⃗r, t) +
∂

∂t
D⃗(⃗r, t).

where E⃗ and B⃗ are electric and magnetic fields, respectively, while ρ f is the free charge
density and J⃗ f is the free current density in the medium. The auxiliary fields D⃗ and H⃗
account for the bound charges and currents in the medium, and are of the form

D⃗(⃗r, t) = ϵ0E⃗(⃗r, t) + P⃗(⃗r, t),

H⃗(⃗r, t) =
1
µ0

B⃗(⃗r, t)− M⃗(⃗r, t),

where P⃗ is the polarization and M⃗ is the magnetization, both induced in the medium.
In this thesis, of the interest are linear dielectric media M⃗ = 0⃗ without free charges

ρ f = 0 and currents J⃗ f = 0⃗, hence the wave equation for the electric field can be found

∇⃗2E⃗(⃗r, t)− 1
c2

∂2

∂t2 E⃗(⃗r, t) = µ0
∂2

∂t2 P⃗(⃗r, t), (2.59)

where c is the speed of light in vacuum and the identity c2 = 1/(µ0ϵ0) was used. As
a consequence, the wave equation contains the source term in the form of polarization
on the right-hand side. As shown in the previous section, polarization in the medium is
described by coherences and can be solved using Bloch equations; therefrom the name
Bloch–Maxwell equations is used.

As the control field is considered to be strong, we focus on the propagation effects in the
probe beam, driven by the part of polarization oscillating at the probe frequency. The probe
field can be expressed as given in Eq. (2.49b). Without loss of generality, the assumption
that k⃗ is parallel to the z axis can be used, provided that k⃗ p⃗r = kpz, and hence ∇⃗2 −→ ∂2/∂z2.
Thus, the left-hand-side of the wave equation (2.59) can be rewritten into the form

(
∂

∂z
+

1
c

∂

∂t

)(
∂

∂z
− 1

c
∂

∂t

)
E⃗p(z, t) = µ0

∂2

∂t2 P⃗p(z, t),
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The explicit form of the right-hand-side bracket acting on the electric field reads

(
∂

∂z
− 1

c
∂

∂t

)
E⃗p(z, t) =

(
∂

∂z
− 1

c
∂

∂t

)
1
2

E⃗0
p(z, t)

(
ei(kpz−νpt) + e−i(kpz−νpt)

)

=
1
2

(
∂

∂z
E⃗0

p(z, t)− 1
c

∂

∂t
E⃗0

p(z, t)
)(

ei(kpz−νpt) + e−i(kpz−νpt)
)

+
1
2

E⃗0
p(z, t)i

(
kp +

νp

c

) (
ei(kpz−νpt) − e−i(kpz−νpt)

)

≈ ikpE⃗0
p(z, t)

(
ei(kpz−νpt) − e−i(kpz−νpt)

)
,

(2.60)

where free-space relation kp = νp/c was used, and the assumptions |∂E⃗0
p/∂t| ≪ νpE⃗0

p and
|∂E⃗0

p/∂z| ≪ kpE⃗0
p were used. They are justified for pulses whose envelopes change slowly

compared to the carrier-frequency oscillations. The resulting procedure in (2.60) is known
as the Slowly Varying Envelope Approximation (SVEA). The SVEA applies in particular
to spectrally narrow pulses mentioned earlier. For the polarization term corresponding to
the probe field in the temporal domain

P⃗p(z, t) =
∞∫

−∞

P⃗p
3LS(z, ω)eiωtdω =

∞∫

−∞

(
P⃗+

p (z, ω)δ(ωp − ω) + P⃗−
p (z,−ω)δ(ωp + ω)

)
eiωtdω

= P⃗+
p (z, ωp)eiωpt + P⃗−

p (z,−ωp)e−iωpt.

Hence, the right-hand-side of the wave equation (2.59)

µ0
∂2

∂t2 P⃗p(z, t) ≈ −µ0ω2
p

(
P⃗+

p (z, ωp)eiωpt + P⃗−
p (z,−ωp)e−iωpt

)
, (2.61)

where SVEA holds as provides direct connection between the polarization terms and the
electric field given by Eq. (2.53). Inserting into Eq. (2.59) approximated forms from (2.60)
and (2.61), replacing P⃗±

p (z, ωp) with forms from (2.53) and making use of the electric
susceptibility equation (2.55), the approximated probe field propagation in the ensemble
of quantum systems is obtained

(
c

∂

∂z
+

∂

∂t

)
Ωp(z, t) = i

Nωp|d⃗p|2
h̄ϵ0

⟨ ˆ̃σ+
p ⟩s(z), (2.62)

for the probe field’s envelope Ωp = E⃗0
pd⃗p/h̄. Accompanied by the Bloch equations describ-

ing evolution of the ensemble, the whole set is called the Bloch–Maxwell equations.

2.3.3 Phase and group velocities

When a wave propagates through a medium, two key velocities characterize its motion: the
phase velocity v and the group velocity vg. While the phase velocity describes the speed at
which the carrier wave moves, the group velocity refers to the speed at which the envelope
or overall shape of a modulated wave packet propagates. Both quantities are connected
via an electric susceptibility function χ discussed in Sec. 2.3.1.
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In free space, the wave equation (2.59) simplifies as P⃗ = 0⃗. One of the solutions is the
plane wave of the form E⃗0 cos

(
k⃗⃗r − ωt

)
as it gives

−|⃗k|2E⃗0 cos
(

k⃗⃗r − ωt
)
= − 1

c2 ω2E⃗0 cos
(

k⃗⃗r − ωt
)
⇒ |⃗k| = ω

c
.

The resulting formula is called the dispersion relation, and in free space has the linear
form k(ω) = ω/c. However, the presence of a medium significantly changes this relation
as an additional term appears

µ0
∂2

∂t2 P⃗ = µ0
∂2

∂t2 ϵ0χE⃗ cos
(

k⃗⃗r − ωt
)
= − 1

c2 χω2E⃗ cos
(

k⃗⃗r − ωt
)

,

which provides a modified dispersion relation

k(ω) =
√

1 + χ(ω)
︸ ︷︷ ︸

n(ω)

ω

c
. (2.63)

The square root is known as complex refractive index n. Its real part is responsible for
the phase velocity of the electric field v(ω) = c/ Re(n(ω)) so the dispersion relation has
a familiar form k(ω) = ω/v(ω). On the other hand, the imaginary part is related to the
absorption in the medium. [25]

In the previous chapters, considerable effort was put to decouple the envelope Ωp of
the probe pulse from the carrier wave cos

(
kpz − ωpt

)
in the evolution equations. Since the

phase velocity refers to the carrier and is described by the refractive index n, the analo-
gous formula for the envelope movement has to be found. Conceptually, as the pulse can
be composed of plane waves with different frequencies, this new index should take into ac-
count how the refractive index varies with the frequency of light. Because of that property
of capturing many frequencies at once, it is called group index in the literature [25].

Starting with the pulse written as a superposition of plane waves with amplitudes F(k)

f (z, t) =
∞∫

−∞

F(k)ei(kz−ω(k)t)dk, (2.64)

and assuming the wave packet to be spectrally narrow, i.e., almost monochromatic, it has
a peak at central wavenumber k0. Thus, Taylor series for the frequency truncated at the
linear term gives

ω(k) ≈ ω(k0)︸ ︷︷ ︸
ω0

+
∂ω(k)

∂k

∣∣∣∣
k=k0︸ ︷︷ ︸

ω′
0

(k − k0).

Inserting it into the wave packet equation (2.64) gives

f (z, t) = ei(k0z−ω0t)
∞∫

−∞

F(k)ei(k−k0)(z−ω′
0t)dk,
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where term before the integral is a monochromatic wave with the central wavenumber k0.
It describes oscillations at the carrier frequency in both space and time and is followed
by the envelope defined by the integral. The form of the exponent inside the integral
resembles that of the plane wave ∼ exp(ik(z − vt)), where v describes the wave velocity.
In analogy, ω′

0 can be interpreted as the velocity of the envelope, and hence, the group
velocity and index are defined as

vg = ω′
0 =

∂ω

∂k
⇒ ng =

c
vg

. (2.65)

Moreover, the relation between the group velocity and refractive index can be easily found
by using real part of the dispersion relation (2.63)

vg = c
(

∂k
∂ω

)−1

=
c

Re(n) + ω ∂ Re(n)
∂ω

. (2.66)

The above form of the group velocity provides an important insight into the pulse prop-
agation by its connection to the refractive index Re(n). In consequence, velocity can be
controlled by tailoring the shape of dispersion. From the analysis of the group velocity
equation (2.66), several crucial pieces of information can be obtained. In case of both Re(n)
and its frequency derivative being positive and at least one of them large, the pulse is
slowed down significantly – slow-light regime is achieved with subluminal propagation
vg < c. This is the case for the EIT, where suppressed absorption accompanied with a
positive frequency derivative can drastically slow down or even "stop" a light pulse [55].
On the other hand, fast light (superluminal) appears either by obtaining small values of
Re(n) and its derivative or by anomalous dispersion, i.e., negative value of the frequency
derivative of the refractive index. Note, that this is always the case for the resonance peaks,
where absorption is the greatest and can distort the pulse significantly. However, in that
case, the denominator in Eq. (2.66) can have any value below 1, providing propagation
with a group velocity exceeding the vacuum speed of light vg > c or even a negative
group velocity if vg < 0.

The considerations regarding superluminal propagation and ways to suppress the im-
pact of the high absorption are further explained in article A3.





3
P E R M A N E N T D I P O L E M O M E N T S I N T W O - L E V E L
S Y S T E M S

The theory described in detail in the previous chapter allows for an understanding of the
basics of further investigations in articles A1 and A2. The permanent dipole moments play
a crucial role in the evolution of the two-level system driven by the external electromag-
netic field, giving rise to phenomena that are otherwise absent: The dynamics of the single
system is enriched due to dynamic eigenstate energies, whose effect can be captured in an
effective model developed in A1. For this purpose, we have used the density-matrix formal-
ism and applied a series of unitary transformations to find a reference frame simplifying
the description and leading to approximate analytical expressions for observables such as
the fluorescence spectra. An ensemble of systems with permanent dipole moments, on the
other hand, gives rise to a buildup of coherent radiation emitted at the Rabi frequency, as
shown and discussed in A2 using the adapted Bloch–Maxwell’s equations, which include
a variety of dissipative processes in semi-analytical solutions and numerical simulations
applicable to model experimental realizations.

41
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3.1 bloch equations for single system

In article A1, we investigate the dynamics of polar systems with permanent dipole mo-
ments when coupled to classical light in the ultrastrong coupling regime. This is the
continuation of the introduction provided in Section 2.1. We have derived an analytical
framework similar to the Jaynes–Cummings model to describe the complex behavior of
these systems, particularly focusing on nonlinear light-matter interactions.

Key elements of this work:

• In polar systems, nonlinear interaction strength replaces the traditional linear scaling
of the light-matter coupling strength with the driving field amplitude.

• The developed analytical model provides effective parameters like frequency shifts,
coupling strength, and rescaled relaxation rates.

• This approach simplifies understanding of these interactions and reduces computa-
tional costs, even in regimes where full Hamiltonian calculations would be highly
complex.

• The analysis shows potential for enhancing coherence in quantum systems with per-
manent dipole moments subject to fields rapidly varying in space and opens new
pathways for exploring light-matter interactions in quantum optics. A follow-up arti-
cle summarizing our results on this subject is in preparation and is beyond the scope
of this thesis.

I was the principal investigator of the scientific project within which this research was
performed (Preludium grant no. 2021/41/N/ST2/02068, National Science Centre, Poland).
In the article, I contributed to the conception of the idea, I am fully responsible for the
theory development and made the dominant contributions to the results analysis and
manuscript preparation.

The theory developed in A1 is fundamental to article B2, where plasmonic nanostruc-
tures are proposed as a means to tune the Rabi frequency in polar two-level systems to
the THz range and enhance the power of the generated low-frequency radiation. However,
due to the article’s focus on engineering aspects, which were primarily the responsibility
of the first author, I have chosen not to include it in this dissertation.
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We investigate the dynamics of polar systems coupled to classical external beams in the ultrastrong
coupling regime. The permanent dipole moments (PDMs) sustained by polar systems can couple
to the electromagnetic field, giving rise to a variety of processes such as difference-frequency and
harmonic generation, reflected in complicated dynamics of the atomic system. Here, we demonstrate
that the dynamics can be described simply in a dynamic reference frame. We derive a Jaynes–
Cummings-like framework with effective parameters describing frequency shift, coupling strength
with the driving field, and a rescaled relaxation rate. The familiar linear scaling of the interaction
strength with the field amplitude is replaced with a nonlinear dependence, suggesting potential
applications for improving the coherence of quantum system ensembles with permanent dipoles.

The interaction of light with matter is a fundamental
phenomenon in physics, which underpins many modern
quantum optics and photonics [1–4]. Polar systems, char-
acterized by the presence of the PDMs due to the lack of
inversion symmetry, offer unique opportunities and chal-
lenges in this domain [5–9]. Unlike transition dipole mo-
ments that occur between pairs of system eigenstates,
permanent dipoles are inherent properties of individual
eigenstates and can significantly influence the system’s
response to external electromagnetic fields [10–15].

Traditionally, the role of permanent dipoles in light-
matter interaction has been considered minor, often rel-
egated to causing trivial frequency shifts. However, re-
cent studies have shown that these dipoles can induce co-
herent radiation at the Rabi frequency, leading to more
complex and rich dynamical behaviors than previously
understood [10, 14, 16]. Polar systems have been sug-
gested for lasing at tunable frequencies [12], radiation
generation in tailored photonic environments [17, 18], ef-
ficient two-photon excitation [16, 19] and light squeezing
[11, 13]. Materials with inherent χ(2) nonlinearity were
proposed for difference-frequency generation in a related
mechanism [20]. Similar effects were also studied in the
magnetic context, where a rescaling of the Landé g factor
was found in atoms dressed with radiofrequency magnetic
fields [21].

In this manuscript, we investigate the dynamics of po-
lar systems in the ultrastrong coupling regime with ex-
ternal beams, where the interaction strength between the
electromagnetic field and the system is comparable to or
exceeds the transition frequency of the system itself [22].
Despite the variety of processes that can occur in this
regime, we reveal, through a series of unitary operations
rotating the reference frame, that the system’s behav-
ior can be elegantly captured using a Jaynes–Cummings-
type analytically solvable model. This description, set in
a dynamic reference frame, is based on three key parame-
ters: the rescaled frequency shift, coupling strength, and
the relaxation rate. The rescaling is a qualitative change:
For example, the traditional linear dependence of interac-
tion strength with the driving field amplitude is replaced

by a nonlinear one, suggesting new potential regimes for
the exploration of light-matter interactions. We thor-
oughly verify the applicability range of the effective an-
alytical description, confirming the robustness and accu-
racy of the model up to the ultrastrong coupling, where
it shows good agreement with the full Hamiltonian dy-
namics but significantly reduces the computational cost.
Finally, based on the effective Hamiltonian, we find ana-
lytical expressions for resonance fluorescence spectra that
would otherwise be challenging to access, due to the in-
volvement of processes occurring at time scales that may
differ by orders of magnitude, making the numerical in-
tegration challenging.

We consider a two-level polar quantum system (TLS)
with the excited |e⟩ and ground |g⟩ states separated with
the transition frequency ωeg. It is subject to a classical

plane-wave laser drive E⃗(t) = E⃗0 cos(ωct) with the am-

plitude E⃗0 and frequency ωc ≈ ωeg near-resonant with
the system transition. For a polar system, light cou-
ples with the full dipole moment d⃗ =

∑
ij d⃗ij |i⟩ ⟨j| with

i, j ∈ {e, g}, which includes the transition d⃗i ̸=j and per-

manent d⃗ii elements. The Hamiltonian reads

H(t)/ℏ =
1

2
ωegσz + E⃗(t) · d⃗

=
1

2
(ωeg + gz cos(ωct))︸ ︷︷ ︸

ωeg(t)

σz + gx cos(ωct)σx
(1)

Here, σx,z are standard Pauli matrices. The drive induces
transitions between the eigenstates with the strength
gx = E⃗0d⃗eg/ℏ, and a sinusoidal energy shift with the am-

plitude gz = E⃗0∆d⃗/ℏ, where ∆d⃗ = d⃗ee − d⃗gg. Although
the gx term also occurs in the standard nonpolar case, the
term proportional to gz is unique to systems with PDMs
and is key to the effects investigated in this work. To
quantify its impact, we introduce a parameter κz = gz/ωc

which reduces to 0 for nonpolar systems and is of the or-
der of 1 for polar systems in the ultrastrong coupling
regime, in which the dynamics is qualitatively altered.

A nonpolar system driven by light undergoes Rabi pop-
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FIG. 1. The upper plots show comparisons of the σ̂x-coupling strengths for different corrections as a function of: a. PDMs
difference (for gx/ωc = 1), b. driving field amplitude (for gz/ωc = 1). The lower plots present: c. the normalized effective
transition frequency, d. the normalized effective gamma rate, as functions of gz coupling, both in cases of fixed driving field
(blue) or PDMs difference (orange), respectively.

ulation oscillations with the Rabi frequency that for weak
relaxation is given by ΩR ≈

√
|gx|2 + δ2, and depends on

the drive amplitude and detuning δ = ωc − ωeg [23]. In
a polar system, the eigenstate energies oscillate inducing
a time-dependent detuning according to Eq. (1) δ(t) =
δ + g cosωct, leading to complicated dynamics mixing a
range of oscillation frequencies. In the ultrastrong cou-
pling regime, these contributions should not be neglected
a priori through a rotating-wave-type approximation. In
Supplementary Material Section I, we document in detail
a transition to a reference frame that allows one to cap-
ture this complicated behavior in an analytically solvable
model. The transition involves a series of noncommu-
tative reference frame rotations. These rotations sub-
sequently simplify the form of the Hamiltonian. With
the first transformation U1 = exp

(
1
2 iκz sin(ωct)σz

)
, the

terms proportional to gz are incorporated in the param-
eters of an effective Rabi-like model,

H1/ℏ =
1

2
ωegσz + g(1)x σx cosωct + Hmulti/ℏ, (2)

corrected by higher-order terms Hmulti related to reso-
nances at nωc = ωeg, n ≥ 2 [Supplementary Material
Eq. (S7)] which can be associated with multiphoton pro-
cesses. The coupling constant describing effects resonant

at nωc is given by

g(n)x (E⃗0, d⃗eg,∆d⃗, ωc) ≡ g(n)x (κz) =
2n

κz
Jn(κz)gx, (3)

where Jn(x) is the nth-order Bessel function of the first
kind. This step involves no approximations and the po-
lar terms are fully included. However, in a frame ro-
tating with a sinusoidally varying frequency, the system
behaves as if it were not polar but coupled with an elec-
tromagnetic field through a modified coupling strength

g
(1)
x , nonlinearly dependent on the field amplitude. As

we verify in Fig. 5, the corrections arising from Hmulti

may become important for the case of the ultrastrong
σx-coupling.

In the following steps, counter-rotating terms are sim-
ilarly incorporated in effective parameters through the
pair of transformations U2 = exp(iξκx sin(ωct)σx) [24]

and U3 = exp
(
1
2 iκ′

z sin(ωct)σz

)
. Here, κx = g

(1)
x /ωc, and

κ′
z is a cumbersome function of dipole moment elements

and the driving field, defined in the Supplementary Ma-
terial Section I. The parameter ξ ∈ (0, 1) fulfills the equa-
tion [24]

ωegJ1(2ξκx) = (1 − ξ)g(1)x ≡ 1

2
Ω, (4)

where Ω plays the role of an effective coupling strength
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FIG. 2. Comparison of spectra calculated for the two-level
system with (green line), and without (blue line) PDMs, and
the Mollow-triplet (dashed line), calculated for the resonant
case ωc = ωeg. The coupling strength gx/ωc = 0.1 and the
relaxation rates γ/ωc = γ′/ωc = 0.02 were assumed to be the
same for all cases. In the polar case, gz = 5gx.

obtained in the intermediate step. The resulting Hamil-
tonian has the Jaynes–Cummings form as it occurs
in the Schrödinger-picture. The transformation U4 =
exp
(
1
2 iωctσz

)
brings it to the interaction picture, where

it is time-independent and acquires the final analytically
solvable form

Heff/ℏ = −1

2
δ′σz +

1

2
Ω′σx. (5)

Here, we have omitted multiphoton corrections negligible
in the regime investigated below. The Hamiltonian (5)
is analytically solvable, and yet, accounts for a plethora
of physical effects related to the system’s asymmetry via
PDMs, ultrastrong coupling, Bloch–Siegert shift, and be-
yond, and is exact up to multiphoton effects. The rich
variety of the captured phenomena is reflected in the ef-
fective parameters that we now discuss. The field detun-
ing δ′ = ωc − ω′

eg is defined with respect to the effective
transition frequency ω′

eg = ωegJ0(2ξκx), whose dominant
Taylor expansion coefficient

ξ2ωeg
J1(κz)2|2gx|2

κ2
zω

2
c

−−−−→
κz→0

ξ2ωeg|gx|2ω2
c

can be recognized as the Bloch–Siegert shift [25]. The
scaling of the effective frequency ω′

eg with normalized gz
coupling is shown in Fig. 1(c).

The effective coupling strength has a complicated func-
tional dependence on the field amplitude and atomic
dipole moments

Ω′ = J0(κ′
z)Ω ≈ g(1)x . (6)

where the latter approximate expression is valid for mod-
erately strong interactions with E⃗0∆d⃗ < ℏωc. Therefore,

we have found an iterative sequence of coupling strengths

g
(1)
x → Ω → Ω′ obtained through subsequent rotations.

The effective coupling strengths are plotted in Fig. 1(a,b)
respectively as a function of the PDMs difference in the
TLS eigenstates and of the electric field amplitude. The
blue, orange, and green lines represent coupling strengths
after subsequent frame rotations, and the black dashed
line is the usual coupling strength linearly scaled with
the field amplitude in the original reference frame.

To account for dissipative dynamics, we have aug-
mented the Hamiltonian (1) with a coupling to a bosonic
thermal bath and performed the same reference frame
rotations. These steps are described in detail in Supple-
mentary Material Section II. As a result, following the
Weisskopf-Wigner theory with the Markovian approx-
imation, we find a rescaled spontaneous emission rate
which for E⃗0∆d⃗ ≤ ℏωc takes the approximate form

γ′ ≈ J0(κz)2J0(κ′
z)2γ, (7)

and is further modified for strong fields (see Supplemen-
tary Material Section II for exact formulas). Thus, in the
dynamic frame, the spontaneous emission rate in polar
systems depends on the external field amplitude E0 [see
Fig. 1(d), where the rate is shown without approxima-
tions]. The emission rate keeps its original value γ for
vanishing PDMs or in the absence of an external field.

The simple form of the effective Hamiltonian (5) al-
lows us to analytically evaluate the stationary expecta-
tion values of the population inversion and the induced
dipole moment in the rotated frame, as derived in Sup-
plementary Material Section III

⟨σ±⟩s =
Ω′(2δ′ ± iγ′)

2Ω′2 + 4δ′2 + γ′2 , (8a)

⟨σz⟩s = − (4δ′2 + γ′2)

2Ω′2 + 4δ′2 + γ′2 . (8b)

Building upon stationary solutions, we use the
Onsager-Lax theorem to evaluate the fluorescence spec-
trum of the system following the approach proposed by
[24] for nonpolar systems. At this step, the price for the
simplicity of the Hamiltonian is the complicated form of
the evolution operator in the rotating frame that makes
the resulting expressions quite complex. Yet, we obtain
their analytical forms predicting a sequence of Mollow
triplets centered at multiples nωc of the illumination fre-
quency, with sidebands separated by the effective Rabi
frequency Ω̃, which is calculated based on the coupling
strength Ω′ and γ′-rate such that Ω̃ −→ Ω′ for γ′ −→ γ.
For the full derivation of the lineshapes and Ω̃ parameter
see Supplementary Material Section IV.

Let us first analyze the resulting spectrum of a polar
system illuminated at ωc = ωeg around the original peak,
i.e., in the vicinity of the illumination frequency. This re-
sult is compared with the one obtained for the non-polar
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FIG. 3. Comparison of spectra for several different values of the PDMs (gz/gx ratios) and compared to the results obtained
by Mollow (dashed line), obtained for the resonant case ωc = ωeg, γ/ωc = 0.02, gx/ωeg = 0.1. In the plot, calculated γ′ values
are used.

FIG. 4. a. Resonance fluorescence spectra for different values of the σ̂x-coupling gx and fixed PDMs difference gz/gx = 2.5.
For each spectrum ωc = ωeg, and spontaneous emission rates γ′s are calculated based on γ/ωc = 0.02. b. Position of the peaks
of the right sidebands shown on top of the curves with approximations to the evaluation of the Rabi frequency.

case [24] and the analytical results derived by Mollow [26]
(Fig. 2). The relatively strong field, and hence the sig-
nificant correction to the atomic frequency and nonzero
effective detuning are responsible for the asymmetry of
the sidebands in both polar and nonpolar cases but are
not captured by the Mollow solution. This asymmetry is
comparable in the two former cases, hence we conclude
that the existence of the PDMs does not impact signifi-
cantly the resonance shift. However, it is crucial for the
correct evaluation of the peak amplitudes and spectral
positions of the sidebands, given by the effective cou-
pling Ω̃.

We now proceed to discuss the spectral features cen-
tered at nωc. Neglecting multiphoton corrections, the

relevant terms correspond to n = 0, 1, 2, 3, as predicted
in earlier studies [15]. In systems without PDMs, the
emission at even multiples of the laser frequency does
not occur [16]. The peak at 3ωeg is induced in this case
by the counter-rotating terms in the Rabi Hamiltonian
[15, 27]. Polarity in the system reduces the Hamiltonian
symmetry, gives rise to the even-order fluorescence peaks,
and modifies the odd ones. The low-energy emission at
Rabi frequency Ω̃ discussed previously in various contexts
[10, 12, 14], is captured here as the Mollow sideband of
the triplet corresponding to n = 0. In Fig. 3, we demon-
strate the spectra for gx/ωc = 0.1 and gz/ωc = 0.1, 0.5,
1.0 and 1.3. We assume the laser is tuned to the orig-
inal atomic resonance ωc = ωeg. Again, the field gives
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rise to a large frequency shift, hence, a significant effec-
tive detuning responsible for the asymmetry of the side-
bands. With increasing PDMs difference, the light in-
teraction with the atomic system becomes dominated by
related terms, in the original Hamiltonian proportional
to gz. This is reflected in the emission spectrum through
the modified relative intensity of the peaks: The original
Mollow triplet at ωc, dominant for weakly polar systems
with small PDMs, is gradually suppressed as the emission
is directed to other frequency channels.

Finally, Fig. 4(a) shows how the spectral position of the
sidebands can be tuned with the driving field amplitude.
Here, we assume again the illumination at ωc = ωeg.
The ratio of permanent- and transition-dipole moment
element components parallel to the field is equivalent to
the ratio of coupling constants, that we fix at gz/gx = 2.5.
The relaxation rate is evaluated according to Eq. (7) with
γ/ωc = 0.02. We find that as the field amplitude in-
creases, the sidebands are initially pulled away from the
central peak at a decreasing pace and eventually turn
back towards the center at ωc. Additionally, by increas-
ing the field amplitude we decrease both the transition
frequency ω′ and spontaneous emission γ′-rates accord-
ing to the results from Fig. 1(a,b). As a result, we observe
the narrowing and growth (shrinking) of the right (left)
sidebands.

In the Jaynes–Cummings model, the difference in the
spectral position of the sideband and the central peak
corresponds to the coupling strength. Naturally, the
same is expected from the effective description that we
have reduced to the Jaynes–Cummings form. Indeed, as
can be seen in Fig. 4(b), the position of spectral sidebands

given by Ω̃ is in good agreement with the prediction of
the effective coupling strength Ω′. For comparison, we
also show the coupling strengths’ predictions evaluated
after subsequent transformations U1 – U4. As it is clear
from the inset, all frame rotations need to be performed
to eventually obtain the excellent agreement of Ω̃ (red
line) with the calculated spectral positions of sidebands
(black dots). However, already the first transformation
provides a qualitatively correct expression for the effec-

tive coupling strength g
(1)
x , as can be concluded from the

examination of the blue line.

We aim to comment on the applicability of the derived
model in Fig. 5. Each panel corresponds to a selected
spectrum from Fig. 4a for a fixed value of gx/ωc and
gz = 2.5gx (matching colors are used). Note that for
gx/ωc = 0.4, ultra-strong σz-coupling is already reached
with gz = ωc. Despite the simplicity of the effective
Hamiltonian described with a pair of effective parame-
ters, we obtain very good agreement with the full Hamil-
tonian dynamics even near the Bessel function peak.
We can thus capture the complex dynamics of systems
with permanent dipoles subjected to extremely strong
electromagnetic fields with this simple model. Beyond

FIG. 5. Evolution of the population represented by ⟨σ̂z⟩.
Each plot corresponds to one of the spectral lineshapes pre-
sented in Fig. 4a (color matching),

gx/ωc = 0.6 [Fig. 5(c)], multiphoton corrections begin
to play a more important role so that the effective dy-
namics ceases to predict the qualitative behaviour of the
system. Moreover, in this regime the suppression of the
γ′-rate is significant and in Fig. 5(c,d) leads to the reduc-
tion of the oscillations’ damping. The involvement of the
multiphoton corrections could also alter this behavior.

In conclusion, we explored the behavior of polar sys-
tems under ultrastrong coupling with classical external
beams. By switching to a dynamic reference frame us-
ing a series of unitary operations, we derived an analyti-
cally solvable Jaynes–Cummings-like model. This model
captures the impact of PDMs, counter-rotating terms,
and strong fields in effective frequency shift, coupling
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strengths, and relaxation rate, helping us understand the
complex interactions in these systems.

Our findings show that permanent dipoles play a cru-
cial role in changing how the system interacts with ex-
ternal fields, leading to a nonlinear interaction strength.
This shift from traditional linear scaling suggests new av-
enues for research on light interactions with polar mat-
ter, especially in enhancing the coherence of multiple
quantum systems with permanent dipoles. Future re-
search should investigate the identified nonlinear effects
and their practical applications, explore more complex
quantum systems, and study their behavior under dif-
ferent external conditions. Additionally, expanding this
framework to include multiphoton interactions and mul-
tipartite dynamics could offer further insights into the
principles that govern this interesting interaction regime.
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In this supplement, we present detailed derivations of the Hamiltonian, relaxation rates and spectra in the trans-
formed reference frame. We arrive at exact formulas and discuss approximations that lead to Eqs. (5) and (7) in the
main article. For the readers’ convenience, we fully re-introduce the notation so that all symbols are explained in this
document. We also comment on the physical interpretation and consequences of subsequent mathematical steps.

I. DERIVATION OF HAMILTONIAN EQ.(5)

Our model considers a two-level polar quantum system (TLS) with orthogonal excited |e⟩ and ground |g⟩ states

with transition frequency ωeg. A classical plane wave E⃗(t) = E⃗0 cos(ωct) with amplitude E⃗0 and frequency ωc ≈ ωeg

is coupled to the TLS via the transition dipole moment d⃗eg, and the permanent dipole moments (PDMs) d⃗ee, d⃗gg in
excited and ground states, respectively. The Hamiltonian reads

H(t)/ℏ =
1

2
ωegσz + E⃗(t) · ˆ⃗

d,

=
1

2
(ωeg + gz cos(ωct))︸ ︷︷ ︸

ωeg(t)

σz + gx cos(ωct)σx +
1

2
gI cos(ωct)I,

(S1)

where σz = |e⟩ ⟨e|− |g⟩ ⟨g| is the inversion operator, σx = |e⟩ ⟨g|+ |g⟩ ⟨e|) is the transition operator, I = |e⟩ ⟨e|+ |g⟩ ⟨g|
is the identity operator,

ˆ⃗
d =

∑
ij d⃗ij |i⟩ ⟨j| for i, j ∈ {e, g} is the dipole moment operator, gx = E⃗0d⃗eg/ℏ, gz =

E⃗0

(
d⃗ee − d⃗gg

)
/ℏ, and gI = E⃗0

(
d⃗ee + d⃗gg

)
/ℏ are the coupling strengths. Effectively, coupling to the PDMs is

manifested as the modification of the transition frequency ωeg → ωeg(t).
In the next steps, we introduce a series of unitary transformations and justify approximations to simplify the

Hamiltonian eventually resulting in a time-independent, Jaynes-Cummings-like form given by Eq. (5) of the main
text.
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A. Transformation U1 – revealing higher-order resonances

FIG. S1. Coupling strengths of single- (blue), and multi- (orange, green, red) photon resonances in two cases. a. As functions
of PDMs difference gz/gx for a fixed value of the σx-coupling gx/ωc = 1. and relative to gx. b. As functions of the field’s
amplitude gx/ωc for a fixed value of PDMs difference gz/gx = 1. The dashed line corresponds to the nonpolar system.

First, we remove the time dependence of the term proportional to the σz operator using the unitary transformation
proposed in this context in Ref. [1]

U1 = e
1
2 iκz sin(ωct)σz ,

U1σ
±U†

1 = e±iκz sin(ωct)σ±,
(S2)

where κz = gz/ωc is the key parameter measuring the degree of asymmetry of the system with respect to spatial
inversion and reduces to 0 for non-polar systems with vanishing PDMs. The transformed Hamiltonian reads as

H1/ℏ = U1HU†
1/ℏ + iU̇1U

†
1 =

1

2
ωegσz + gx cos(ωct)(e

iκz sin(ωct)σ+ + e−iκz sin(ωct)σ−), (S3)

where U̇1 ≡ d
dtU1. Using the Jacoby-Anger identity e±iκz sin(ωct) =

∑∞
n=−∞ Jn(κz)e±inωct, we can rewrite the Hamil-

tonian, with use of the Bessel functions of the first kind Jn, in the form

H1/ℏ =
1

2
ωegσz +

1

2
gx
(
eiωct + e−iωct

) ∞∑

n=−∞

(
Jn(κz)einωctσ+ + Jn(κz)e−inωctσ−) . (S4)

Taking advantage of the Bessel function properties J−n(x) = (−1)nJn(x), and Jn−1(x) + Jn+1(x) = 2n
x Jn(x), and

splitting the equation into terms with different oscillation frequencies, we rewrite

H1/ℏ =
1

2
ωegσz +

1

2
gx

∞∑

n=1

2n

κz
Jn(κz)

(
einωct + (−1)n+1e−inωct

)
×
(
σ+ + (−1)n+1σ−) . (S5)

Note that so far we have not introduced any approximations in the Hamiltonian. In this form, Hamiltonian (S5)
separates terms that can be interpreted as n-photon resonances with the effective coupling strengths

g(n)x (E⃗0, d⃗eg,∆d⃗, ωc) ≡ g(n)x (κz) =
2n

κz
Jn(κz)gx, (S6)

where we have denoted ∆d⃗ = d⃗ee − d⃗gg. Hence,

H1/ℏ =
1

2
ωegσz +

1

2
g(1)x

(
eiωct + e−iωct

)
σx +

1

2

∞∑

n=2

g(n)x

(
einωct + (−1)n+1e−inωct

)
×
(
σ+ + (−1)n+1σ−)

︸ ︷︷ ︸
Hmulti/ℏ

. (S7)
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It is worth noticing that the polarity of the system ”unlocks” even-photon-number transitions forbidden in inversion-
symmetric systems with nonzero deg. The Hmulti Hamiltonian gathers all the multiphoton resonance terms.

For the fixed arbitrarily σx-coupling strength gx/ωc = 1, the values of the couplings as functions of the polarity
gz/gx of the system are presented illustratively in Fig. S1a. For small PDMs and field amplitudes – typical in optical

experiments and calculations – the single photon coupling g
(1)
x is dominant. However, highly polarized systems coupled

to strong fields may require accounting for higher-order transitions through terms with n > 1. Most importantly,

as shown in Fig. S1b, for arbitrary and fixed PDMs difference gz/gx = 1, the coupling strength g
(1)
x significantly

deviates from standard gx (dashed line) as we increase the driving field’s amplitude gx/ωc. This nonlinear behavior
is investigated further in the following parts.

In conclusion, transformation U1 rotates the reference frame sinusoidally in time. The system defined by the
Hamiltonian H is described exactly by the Hamiltonian H1 in the dynamic frame of reference, where resonances at
nωc ≈ ω, which we will refer to as ”higher-order resonances”, are explicit.

B. Transformation U2 – dealing with counter-rotating terms

At this point, the usual step is to disregard the higher-order- and counter-rotating terms in the rotating-wave
approximation (RWA). However, the effects at the focus of this work become relevant in strong fields, for which
RWA may not be justified. Hence, we are going to incorporate counter-rotating-term corrections following the idea
introduced in Ref. [2] by the second unitary transformation

U2 = eiξκx sin(ωct)σx , (S8)

where κx = g
(1)
x /ωc. The parameter ξ ∈ (0, 1) will be evaluated later.

In the frame transformed through U2, the inversion operator σz acquires terms proportional to the Pauli flip
operators in form of σy = −i (σ+ − σ−), and vice versa

U2σzU
†
2 = cos(2ξκx sin(ωct))σz + sin(2ξκx sin(ωct))σy

U2σyU
†
2 = cos(2ξκx sin(ωct))σy − sin(2ξκx sin(ωct))σz.

(S9)

We make use of the Bessel expansion once again

U2σz,yU
†
2 =

(
J0(2ξκx) +

∞∑

k=1

J2k(2ξκx)
(
ei2kωc + e−i2kωc

)
)
σz,y ∓ i

∞∑

k=0

J2k+1(2ξκx)
(

ei(2k+1)ωc − e−i(2k+1)ωc

)
σy,z.

(S10)
From the form of the expansions we conclude that the rotated Hamiltonian consists of terms with different oscillation
frequencies (ωc, 2ωc, 3ωc, . . . ). The full form reads

H2/ℏ = U2H1U
†
2/ℏ + iU̇2U

†
2 =

1

2
ωeg

[(
J0(2ξκx) +

∞∑

k=1

J2k(2ξκx)
(
ei2kωct + e−i2kωct

)
)
σz − i

∞∑

2k+1

(2ξκx)
(

ei(2k+1)ωct − e−i(2k+1)ωct
)
σy

]

+
1

2

∞∑

k=0

g(2k)x (κz)
(

ei(2k+1)ωct + e−i(2k+1)ωct
)
σx − ξg(1)x cos(ωct)σx

+
i

2

∞∑

k=1

g2kx (κz)
(
ei2kωct − e−i2kωct

)
×

[(
J0(2ξκx) +

∞∑

k=1

J2k(2ξκx)
(
ei2kωct + e−i2kωct

)
)
σy + i

∞∑

2k+1

(2ξκx)
(

ei(2k+1)ωct − e−i(2k+1)ωct
)
σz

]
.

(S11)

We separated the different frequency terms in the spirit of the RWA. Keeping time-independent terms and terms
oscillating with the frequency ωc, we arrive at an approximated Hamiltonian relevant for the resonance fluorescence
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problem

H2/ℏ ≈ 1

2
ωegJ0(2ξκx)︸ ︷︷ ︸

ω′
eg

σz +

∞∑

k=1

g(2k)x (κz)
4k

2ξκx
J2k(2ξκx)

︸ ︷︷ ︸
g′
z

cos(ωct)σz

+ ωegJ1(2ξκx) sin(ωct)σy + (1 − ξ)g(1)x (κz) cos(ωct)σx.

(S12)

Here, we introduced ω′
eg, which is the modified resonance frequency shifted due to the influence of the counter-

rotating terms. The main contribution to this shift is the well-known Bloch-Siegert shift ξ2(g
(1)
x )2

ωeg

ω2
c

, however, the

form provided here is more general. We also introduced coupling g′z which is a correction from the counter-rotating
terms to the polar coupling of the system.

At this point, we find the value of the parameter ξ introduced earlier by comparing coupling terms

ωegJ1(2ξκx) = (1 − ξ)g(1)x (κz) ≡ 1

2
Ω. (S13)

This condition simplifies the form of the resulting Hamiltonian and defines the effective coupling strength Ω. After
simple transformations, the rewritten Hamiltonian reads

H2/ℏ =
1

2
ω′
egσz + g′z cos(ωct)σz +

1

2
Ω
(
e−iωctσ+ + eiωctσ−) . (S14)

With the second transformation, we have taken into account the counter-rotating terms in the effective parameters
ω′
eg, g′z and Ω. We now proceed to effectively remove the σz-coupling.

C. Transformation U3 – effectively removing the σz coupling

The above form is very similar to the one given in the initial Hamiltonian (S1). Hence, the oscillating σz term can
be treated with a transformation analogous to (S2)

U3 = e
1
2 iκ

′
z sin(ωct)σz , (S15)

where κ′
z = g′z/ωc. The transformed Hamiltonian takes the form which we refer to as Jaynes-Cummings-like since the

field is in this case treated classically unlike in the original Jaynes-Cummings model

H3/ℏ ≈ 1

2
ω′
egσz +

1

2
ΩJ0(κ′

z)︸ ︷︷ ︸
Ω′

(
e−iωctσ+ + eiωctσ−) . (S16)

Here, Ω′ is the effective coupling strength.

D. Transformation U4 – moving to the interaction picture

Finally, by applying interaction picture transformation

U4 = e
1
2 iωctσz , (S17)

and setting effective detuning δ′ = ωc − ω′
eg, we end up with the final, time-independent form same as Eq. (5) in the

main text

Heff/ℏ = −1

2
δ′σz +

1

2
Ω′σx. (S18)

To conclude, we have applied a series of noncommutative unitary transformations or Bloch sphere rotations around
the z and x axes. Each of these transformations introduces a Hamiltonian simplification and captures subsequent
Hamiltonian terms in effective parameters. As a result, we have arrived at the Hamiltonian Heff, whose simple form
captures the rich physics of interactions of light with transition and permanent dipole moments in the ultrastrong
coupling regime, including the influence of counter-rotating terms, Bloch-Siegert frequency shift, and beyond. In Heff,
we have neglected higher-order resonances of the type nωc ≈ ωeg, which is justified with our original assumption that
ωc ≈ ωeg.
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II. DERIVATION OF RELAXATION RATE EQ. (7)

To take into account dissipation processes (e.g., spontaneous emission), we consider an additional interaction be-
tween the TLS and a bosonic reservoir

HR/ℏ =
∑

p

ωpb
†
pbp +

1

2

∑

p

gp(b†p + bp)σx. (S19)

The reservoir modes are described by the creation b† and annihilation bp operators with corresponding mode frequencies
ωp. The coupling strength between these modes and the system is given by gp.

We move to the interaction picture for the reservoir by making use of the unitary transformation

UR
int = ei

∑
m ωmb†mbmt (S20)

that does not affect the system and, therefore, does not interfere with our previous calculations. The interaction-
picture Hamiltonian takes the form

HR,int/ℏ =
1

2

∑

p

gp
(
b†peiωpt + bpe−iωpt

)
σx. (S21)

We now apply all the transformations U1–U4 to the system operators σx,y,z, and list below the nontrivial transfor-
mation prescriptions:

U1σxU
†
1 =

(
J0(κz) +

∞∑

k=1

J2k(κz)
(
ei2kωct + e−i2kωct

)
)
σx +

∞∑

k=0

J2k+1(κz)
(

ei(2k+1)ωct − e−i(2k+1)ωct
)

iσy,

U2iσyU
†
2 =

(
J0(2ξκx) +

∞∑

k=1

J2k(2ξκx)
(
ei2kωct + e−i2kωct

)
)

iσy −
∞∑

k=0

J2k+1(2ξκx)
(

ei(2k+1)ωct − e−i(2k+1)ωct
)
σz,

U3σ1U
†
3 =

(
J0(κ′

z) +

∞∑

k=1

J2k(κ′
z)
(
ei2kωct + e−i2kωct

)
)
σ1 +

∞∑

k=0

J2k+1(κ′
z)
(

ei(2k+1)ωct − e−i(2k+1)ωct
)
σ2,

U4σxU
†
4 =

(
σ+eiωct + σ−e−iωct

)
,

U4iσyU
†
4 =

(
σ+eiωct − σ−e−iωct

)
.

(S22)

where the third line above applies for pairs (σ1, σ2) = (σx, iσy), (iσy, σx).

Putting together all the pieces, we end up with a fully transformed Hamiltonian describing system-reservoir inter-
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action

HR,int/ℏ =
1

2

∑

p

gp
(
b†peiωpt + bpe−iωpt

)
×

[
−

∞∑

k=0

∞∑

l=0

J2k+1(κz)J2l+1(2ξκx)
(

ei(2k+1)ωct − e−i(2k+1)ωct
)(

ei(2l+1)ωct − e−i(2l+1)ωct
)
σz

+

[(
J0(κz) +

∞∑

k=1

J2k(κz)
(
ei2kωct + e−i2kωct

)
)(

J0(κ′
z) +

∞∑

l=1

J2l(κ
′
z)
(
ei2lωct + e−i2lωct

)
)

+

∞∑

k=0

J2k+1(κz)
(

ei(2k+1)ωct − e−i(2k+1)ωct
)(

J0(2ξκx) +

∞∑

l=1

J2l(2ξκx)
(
ei2lωct + e−i2lωct

)
)
×

∞∑

m=0

J2m+1(κ′
z)
(

ei(2m+1)ωct − e−i(2m+1)ωct
)](

σ+eiωct + σ−e−iωct
)

+

[(
J0(κz) +

∞∑

k=1

J2k(κz)
(
ei2kωct + e−i2kωct

)
) ∞∑

l=0

J2l+1(κ′
z)
(

ei(2l+1)ωct − e−i(2l+1)ωct
)

+

∞∑

k=0

J2k+1(κz)
(

ei(2k+1)ωct − e−i(2k+1)ωct
)(

J0(2ξκx) +

∞∑

l=1

J2l(2ξκx)
(
ei2lωct + e−i2lωct

)
)
×

(
J0(κ′

z) +

∞∑

m=1

J2m(κ′
z)
(
ei2mωct + e−i2mωct

)
)]
(
σ+eiωct − σ−e−iωct

)
]
.

(S23)

Since we consider a thermal reservoir in the vacuum state weakly coupled to the system, the terms oscillating at
e±i(ωp−ωc) are significant, while other rapidly oscillating terms in the above equation can be disregarded. Moreover,
we can also exclude the whole second rectangular bracket, as all the multiplications provide time-dependent terms.
Hence, the complexity of the problem reduces significantly and we arrive at

HR,int/ℏ ≈ 1

2

∑

p

gpα
(
b†pσ

−ei(ωp−ωc)t + bpσ
+e−i(ωp−ωc)t

)
, (S24)

with

α(κz, κx, κ
′
z) = J0(κz)J0(κ′

z) + 2

∞∑

k=1

J2k(κz)J2k(κ′
z) − 2J0(2ξκx)

∞∑

k=0

J2k+1(κz)J2k+1(κ′
z)

− 2

∞∑

k=0

∞∑

l=1

J2k+1(κz)J2l(2ξκx)J2(k+l)+1(κ′
z) + 2

∞∑

k=0

∞∑

m=0

J2k+1(κz)J2(k+m+1)(2ξκx)J2m+1(κ′
z)

− 2

∞∑

l=1

∞∑

m=0

J2(l+m)+1(κz)J2l(2ξκx)J2m+1(κ′
z).

(S25)

Following the Weisskopf-Wigner theory [3], we find the effective spontaneous emission rate to be the same as Eq. (7)
from the main text

γ′ = α2γ ≈ (J0(κz)J0(κ′
z))

2
γ, (S26)

where γ is the emission rate for the non-polar case. Note that in the resulting frame, due to the PDMs, the effective

spontaneous emission rate becomes dependent on the external field amplitude E⃗0. The emission rate keeps its original
value γ without PDMs or the external field. The result given by Eq. (S26) without the approximation is presented
graphically in the main text in Fig. 1d. The appearance of the PDMs in the system significantly reduces the gamma
rate, while strong field interaction incorporates small correction (compare the blue and orange curves).
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III. STATIONARY SOLUTION

Based on the above expressions, we can write the master equation for the polar system’s density matrix ρ which
also undergoes the unitary transformations

ρ → U4(t)U3(t)U2(t)U1(t)ρU†
1 (t)U†

2 (t)U†
3 (t)U†

4 (t) (S27)

under the evolution of the approximated Hamiltonian Eq. (S18)

ρ̇ = [Heff/ℏ, ρ] − i
γ′

2

(
σ+σ−ρ + ρσ+σ− − 2σ−ρσ+

)
. (S28)

To solve this equation for the stationary state (ρ̇(t) = 0), we rewrite it in the matrix form for the expectation values
of the operators σz, σ

±

0⃗ =



−iδ′ − 1

2γ
′ 0 − 1

2 iΩ′

0 iδ′ − 1
2γ

′ 1
2 iΩ′

−iΩ′ iΩ′ −γ′





⟨σ+⟩s
⟨σ−⟩s
⟨σz⟩s


−




0
0
γ′


 , (S29)

where subscript s indicates stationary solution

⟨σ±⟩s =
Ω′(2δ′ ± iγ′)

2Ω′2 + 4δ′2 + γ′2 ,

⟨σz⟩s = − (4δ′2 + γ′2)

2Ω′2 + 4δ′2 + γ′2 .

(S30)

IV. FLUORESCENCE SPECTRA

The general formula for the emission spectrum reads [3]

S(ω) =
1

2π
lim

T→∞
1

T

∫ T

0

dt

∫ T

0

dt′g(1)(t, t′)e−iω(t−t′), (S31)

where g(1) is the first-order correlation function

g(1)(t, t′) = ⟨U†(t)σ+U(t)U†(t′)σ−U(t′)⟩, (S32)

where U(t) is an evolution operator of Hamiltonian Eq. (S1). The further calculations in this section provide general-
ization of the work done in Ref. [2]. The correlation function can be found analytically in the reference frame rotated
according to the sequence of operators U1–U4

σ± →U4(t)U3(t)U2(t)U1(t)σ±U†
1 (t)U†

2 (t)U†
3 (t)U†

4 (t)

=
1

2

∞∑

m odd

(
j′m+1e±imωct + jm+1e∓imωct

)
σz

+
1

2

∞∑

m=0

[ (
αme±imωct + βme∓imωct

)
σ± +

(
α′
me±imωct + β′

me∓imωct
)
σ∓],

(S33)

where the σ± operators on the right-hand side are given in the rotated reference frame. Above, we have used the
following symbols

jn =

{
1 + J0(2ξκx), n = 1

Jn−1(2ξκx), n ̸= 1

j′n =

{
1 − J0(2ξκx), n = 1

−Jn−1(2ξκx), n ̸= 1

(S34)
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and

αm =





1
2

∞∑
n odd

Jn(κΣ
z )(jn+2 − jn), m = 0

J0(κΣ
z )j1 +

∞∑
n odd

[
Jn+1(κΣ

z )jn+2 + J n−1
(n>1)

(κΣ
z )jn

]
, m = 1

∞∑
n odd

[
Jm−n

(m>n)

(κΣ
z )jn + Jm+n(κΣ

z )jn+2 − J n−m
(n>m)

(κΣ
z )jn

]
, m even

∞∑
n odd

[
Jm−n

(m>n)

(κΣ
z )jn + Jm+n(κΣ

z )jn+2 + J n−m
(n>m)

(κΣ
z )jn

]
+ J0(κΣ

z )jm, m odd

(S35)

βm =





1
2

∞∑
n odd

Jn(κΣ
z )(jn+2 − jn), m = 0

J0(κΣ
z )j1+2 +

∞∑
n odd

[
Jn+1(κΣ

z )jn + J n−1
(n>1)

(κΣ
z )jn+2

]
, m = 1

−
∞∑

n odd

[
Jm−n

(m>n)

(κΣ
z )jn+2 + Jm+n(κΣ

z )jn − J n−m
(n>m)

(κΣ
z )jn+2

]
, m even

∞∑
n odd

[
Jm−n

(m>n)

(κΣ
z )jn+2 + Jm+n(κΣ

z )jn + J n−m
(n>m)

(κΣ
z )jn+2

]
+ J0(κΣ

z )jm+2. m odd

(S36)

The relation between the primed and non-primed parameters is

αm, βm −−−−−−→
jn→j′n+2

jn+2→j′n
κΣ
z →κ∆

z

α′
m, β′

m. (S37)

Above, κΣ
z = κz + κ′

z, and κ∆
z = κz − κ′

z.
Eventually, the correlation function reads as

g(1)(t, t′) =

〈(
1

2

∞∑

m′ odd

(
j′m′+1eim

′ωct + jm′+1e−im′ωct
)
σz

+
1

2

∞∑

m′=0

[(
αm′eim

′ωct + βm′e−im′ωct
)
σ+ +

(
α′
m′eim

′ωct + β′
m′e−im′ωct

)
σ−
])

×
(

1

2

∞∑

m odd

(
j′m+1e−imωct

′
+ jm+1eimωct

′)
σz

+
1

2

∞∑

m=0

[(
αme−imωct

′
+ βmeimωct

′)
σ− +

(
α′
me−imωct

′
+ β′

meimωct
′)

σ+
])〉

.

(S38)

We have obtained an expression with two types of terms with exponents: e±im′ωcte∓imωct
′
, and e±im′ωcte±imωct

′
.

To calculate the spectrum based on Eq. (S31), we integrate each of these terms, approximating as follows

I(ω) = lim
T→∞

1

T

T∫

0

dt

T∫

0

dt′e±im′ωcte∓imωct
′
e−iω(t−t′) × ⟨σµ(t− t′)σν(0)⟩

= lim
T→∞

1

T

T∫

0

dt′e±i(m′−m)ωct
′

T−t′∫

−t′

dτe±i(m′ωc∓ω)τ × ⟨σµ(τ)σν(0)⟩

≈ δm′,m

∞∫

−∞

dτe±i(m′ωc∓ω)τ ⟨σµ(τ)σν(0)⟩s,

(S39)

where τ = t − t′, µ, ν ∈ {z,+,−} and we moved to the stationary state for the expectation values ⟨σµ(τ)σν(0)⟩ →
⟨σµ(τ)σν(0)⟩s by setting integral limits T − t′ → ∞, −t′ → −∞. Due to this approximation, we simplified the
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correlation function by removing one of the sums, as only the terms with m = m′ contribute. Moreover, following the
same procedure for terms e±im′ωcte±imωct

′
, we end up with δm′,−m which leaves only one term with m′ = −m = 0,

as m,m′ ≥ 0.
We end up with a compact form of the expression for the fluorescence spectrum

S(ω) =
1

4π
Re

∞∫

0

dτ

∞∑

n=0

∑

µ,ν

(
A+

µν(n)einωcτ + A−
µν(n)e−inωcτ

)
× ⟨σµ(τ)σν(0)⟩, (S40)

where

A+
zz(n) =

{
0, n even

j′2n+1, n odd

A+
z−(n) = A+

+z(n) =

{
0, n even

j′n+1αn, n odd

A+
z+(n) = A+

−z(n) =

{
0, n even

j′n+1α
′
n, n odd

A+
−−(n) = A+

++(n) =

{
αnα

′
n + α′

nβn, n = 0

αnα
′
n, n ̸= 0

A+
−+(n) =

{
α′2

n + α′
nβ

′
n, n = 0

α′2
n, n ̸= 0

A+
+−(n) =

{
α2
n + αnβn, n = 0

α2
n, n ̸= 0

A+
µν(n) −−−−−−−−−−→

j′n→jn
αn, α

′
n→βn, β

′
n

βn, β
′
n→αn, α

′
n

A−
µν(n).

(S41)

Finally, we evaluate the expectation values for the operators. We are interested in the incoherent part of the
spectrum, hence, we use the quantity

⟨⟨σµ(τ)σν(0)⟩⟩ = ⟨σµ(τ)σν(0)⟩s − ⟨σµ⟩s⟨σν⟩s. (S42)

Using the quantum regression theorem [3] and following reasoning in Ref. [2] for the master equation Eq. (S28), we
find that

d

dτ
⟨⟨σµ(τ)σν(0)⟩⟩ =

∑

λ

Mµλ⟨⟨σλ(τ)σν(0)⟩⟩, (S43)

where M is the matrix responsible for the homogeneous evolution in the GKLS equation (S29)

M =



−iδ′ − 1

2γ
′ 0 − 1

2 iΩ′

0 iδ′ − 1
2γ

′ 1
2 iΩ′

−iΩ′ iΩ′ −γ′


 . (S44)

Making use of the Laplace transformation L(f(t)) =
∫∞
0

f(t)e−sτdτ = L[f ](s), this set of equations can be written as

(
M − 1

s
I

)
L[Xν ](s) = X0ν , (S45)

where X0ν provides initial conditions

X0ν =



⟨⟨σ+(0)σν(0)⟩⟩
⟨⟨σ−(0)σν(0)⟩⟩
⟨⟨σz(0)σν(0)⟩⟩


 , Xν =



⟨⟨σ+(τ)σν(0)⟩⟩
⟨⟨σ−(τ)σν(0)⟩⟩
⟨⟨σz(τ)σν(0)⟩⟩


 . (S46)
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The solutions can be expressed as [2]

⟨⟨σµ(τ)σν(0)⟩⟩ =

3∑

l=1

Rl
µνeslτ (S47)

where Rl
µν = lim

s→sl
(s− sl)L[⟨⟨σµ(τ)σν(0)⟩⟩](s), for sl beeing the roots of the determinant

det

(
M − 1

s
I

)
= s3 + 2γ′s2 + (Ω′2 + δ′

2
+

5

4
γ′2)s + γ′(

1

2
Ω′2 + δ′

2
+

1

4
γ′2), (S48)

which are of the form s1 = −γ1, s2 = −γ2 + iΩ̃, s3 = −γ2 − iΩ̃, and γ1,2, Ω̃ ≥ 0.
Hence, the spectrum can be written as

S(ω) =
1

4π
Re

∞∑

n=0

∑

µ,ν

3∑

l=1

[
A+

µν(n)Rl
µν

∞∫

0

dτe−i(ω−nωc)τ+slτ + A−
µν(n)Rl

µν

∞∫

0

dτe−i(ω+nωc)τ+slτ

]
, (S49)

With that, we can calculate the above integrals which describe the lineshapes L±
n,l(ω)

L±
n,l(ω) =





γ1 − i(ω ∓ nωc)

γ2
1 + (ω ∓ nωc)2

, l = 1

γ2 − i(ω ∓ nωc − Ω̃)

γ2
2 + (ω ∓ nωc − Ω̃)2

, l = 2

γ2 − i(ω ∓ nωc + Ω̃)

γ2
2 + (ω ∓ nωc + Ω̃)2

, l = 3.

(S50)

Lineshape intensities I±n,l are given by

I±n,l =
∑

µ,ν

A±
µν(n)Rl

µν . (S51)

Finally, the full spectrum can be calculated as

S(ω) =
1

4π

∞∑

n=0

3∑

l=1

(
I+n,lL

+
n,l(ω) + I−n,lL

−
n,l(ω)

)
. (S52)
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3.2 low-frequency radiation generation

In article A2, we investigate the generation and propagation of low-frequency coherent
radiation in a medium of polar molecules. This is the continuation of the theory described
in Sections 2.1 and 2.3. The emphasis is on using polar molecules with broken inversion
symmetry to produce tunable radiation in the microwave domain driven by coherent light.
This makes it useful for various applications in quantum optics and communications.

Key elements of this work:

• A theoretical model describes how a resonant driving field causes Rabi oscillations
in the molecules, generating low-frequency radiation.

• Bloch–Maxwell equations beyond SVEA are used to simulate the build-up and prop-
agation of the signal, demonstrating tunable coherent output, with potential applica-
tions in microwave and terahertz radiation sources.

• The frequency of the generated radiation can be controlled by adjusting the drive’s
amplitude and detuning.

• The model is applied to a realistic medium of LiH molecules, for which the effect
of external polarizing DC field on the average orientation of dipole moments is thor-
oughly evaluated.

• The solver used for this work was written in Python and is available online [56].

In the article, I contributed to the conception of the idea, followed by the dominant con-
tributions to the development of the theory, results analysis, and manuscript preparation.
I am fully responsible for the numerical software implementation.
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Propagation of optically tunable 
coherent radiation in a gas of polar 
molecules
Piotr Gładysz*, Piotr Wcisło & Karolina Słowik

Coherent, optically dressed media composed of two-level molecular systems without inversion 
symmetry are considered as all-optically tunable sources of coherent radiation in the microwave 
domain. A theoretical model and a numerical toolbox are developed to confirm the main finding: 
the generation of low-frequency radiation, and the buildup and propagation dynamics of such 
low-frequency signals in a medium of polar molecules in a gas phase. The physical mechanism of 
the signal generation relies on the permanent dipole moment characterizing systems without 
inversion symmetry. The molecules are polarized with a DC electric field yielding a permanent 
electric dipole moment in the laboratory frame; the direction and magnitude of the moment depend 
on the molecular state. As the system is resonantly driven, the dipole moment oscillates at the 
Rabi frequency and, hence, generates microwave radiation. We demonstrate the tuning capability 
of the output signal frequency with the drive amplitude and detuning. We find that even though 
decoherence mechanisms such as spontaneous emission may damp the output field, a scenario based 
on pulsed illumination yields a coherent, pulsed output of tunable temporal width. Finally, we discuss 
experimental scenarios exploiting rotational levels of gaseous ensembles of heteronuclear diatomic 
molecules.

Analysis of the propagation of an electric field in various types of media is a well-known problem in quantum 
optics, especially in the context of coherent phenomena1. Typically, an ensemble of atoms is dressed with a coher-
ent electromagnetic beam modifying the atomic optical properties probed by a weak beam of light. Attractive 
examples include stimulated Raman adiabatic passage2,3, magneto-optical rotation4–6 electromagnetically induced 
transparency7–9, light slowdown10,11 and storage12–14. Coherent atomic systems support quantum interference in 
emission or absorption channels, exploited e.g. in the phenomenon of lasing without inversion15–17. An alternative 
scenario for lasing closely related to this work is based on a resonant amplification of a high-frequency signal 
generated in a superradiant ensemble of atoms coherently driven by a low-frequency beam18,19. Despite the long 
record of investigation, there is still room in the field for fundamental and uncharted research ideas for even the 
simplest possible models. One such example is a one-dimensional medium consisting of two-level systems with 
broken inversion symmetry, coupled to an electromagnetic field.

A two-level system, obeying inversion symmetry, driven by a resonant electromagnetic field is a canoni-
cal example considered in quantum optics. Such a system undergoes Rabi oscillations of populations of the 
two levels as the system subsequently exchanges energy with the driving field. This induces oscillations of a 
transition dipole moment at the transition frequency. This can be understood in terms of AC Stark effect. The 
resulting emission spectrum has the form of a Mollow triplet20, with a central peak at the transition frequency 
of the atomic system and sidebands detuned by the Rabi frequency. If the two-level system is polar, its inversion 
symmetry is broken and radiation is additionally generated at the Rabi frequency, i.e., much below the transition 
frequency between the eigenstates. This can be explained by noting that the permanent electric dipole moment 
characterizing the system can, in general, be different in the excited and ground states (polar molecules have 
to be subjected to an external DC electric field to have the electric dipole moment in the laboratory frame). 
Thus, the population exchange between the eigenstates results in oscillations of the permanent dipole moment 
at the Rabi frequency. Such behaviour was first shown by Kibis et al.21, where the coupling of a single asym-
metric system (a quantum dot) with classical light was considered. The discussion was extended to the cases 
of single-mode22 and bichromatic light23. Nonlinear effects were also considered in terms of polarizabilities of 
asymmetric systems24. Moreover, two-level systems with broken inversion symmetry were suggested for lasing 
or for generation of squeezed light25–27.
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Until now, the analysis neglected field propagation effects. This approach limited the possible physical realiza-
tions to small amounts of relatively large quantum systems and excluded commonly available molecular clouds 
or solids. In this paper, we extend that research to scenarios in which a resonant driving beam illuminates an 
ensemble of two-level systems with broken inversion symmetry, e.g., polar molecules in a gaseous phase. As a 
result, a coherent beam of low-frequency radiation is generated throughout the length of the sample and propa-
gates parallel to the drive.

We investigate the performance of the proposed system as an all-optically-controlled source of coherent 
radiation. Its frequency could be optically tuned within the microwave domain by modulation of the amplitude 
of the drive. In an opposite strategy, modulation of the driving field’s detuning from resonance with the atomic 
transition would provide a knob to suppress the outgoing signal at a fixed frequency. To investigate these effects, 
we develop a method based on the semiclassical Bloch–Maxwell equations derived under a generalized form of 
the rotating wave approximation. The usual slowly varying envelope approximation is not applied because it does 
not hold for low-frequency pulses. The theory is applied to a realistic model of a gaseous medium of molecules, 
which support a permanent dipole moment.

Method
Medium.  We consider a quasi-one-dimensional sample containing a medium of uniformly distributed polar 
molecules. To generate a signal the dipole moments have to be oriented in the laboratory frame which can be 
done by applying an external DC electric field. The simplest examples of molecules well suited for this purpose 
include heteronuclear molecules with large electric dipole moment which can be relatively easily polarized in the 
laboratory frame, such as: methylidyne (CH)28 or carbon fluoride (CF)29 both in a ground state X 2�1/2 , hydrox-
ide (OH)30 in a X 2�3/2 state, or lithium hydride (LiH)31 in a X 1�+ state. For such systems the dipole moment 
operator in the laboratory frame d̂ =

∑
ij dij|i��j| with i, j ∈ {e, g} has nonzero diagonal elements: |dii| �= 0 (for a 

proof, see the “Supplementary Information”). The diagonal elements correspond to permanent dipole moments, 
in contrast to the usually considered off-diagonal elements describing transition dipole moments dij with i  = j . 
A crucial for this work feature is that the permanent dipole moments of the two eigenstates are not equal: 
dee  = dgg . Naturally, the transition dipole moment deg = d

⋆
ge should be nonzero to enable efficient coupling 

with the driving electric field, which we describe in the following subsection. For the purpose of describing how 
the DC electric field polarizes the molecules in the laboratory frame we use the full set of relevant molecular 
levels, see “Supplementary Information”. However, for the purpose of describing the light-molecules interaction 
and light propagation it suffices to focus only on the two levels coupled by light (the drive beam), hence the 
medium is described with 2× 2 density matrix ρ(z, t) dependent on position z and time t, which we describe 
on the basis of excited (e) and ground (g) states {|e�, |g�} . The free Hamiltonian of the system can be written as 
Hmedium = ℏω0|e��e| , where ℏ stands for the reduced Planck constant, ω0 is the transition frequency, and we 
have set the energy of the lower state to zero.

Electromagnetic field.  The electromagnetic field is treated classically. It consists of two components cor-
responding to the driving and signal fields (in this section we skip the DC electric field that is used to polarize 
the molecular medium). Thus, the electric part of the field can be written as

The drive

is a strong coherent laser beam of carrier frequency ω close to resonance with the two-level system’s transition 
frequency ω0 . Depending on the system, it may belong to the optical, near- or even far-infrared regime. Here, 
e indicates the polarization of the driving field, which we assume is constant. The beam propagates along the z 
direction, and on resonance the wavenumber k equals ωc  with c being the speed of light in vacuum. Tuned close to 
the resonance with the two-level systems, the driving field induces coherent Rabi oscillations of their population 
between the ground and excited states. Either due to back-action from the medium or due to external tuning, 
the envelope E can be modulated at timescales comparable to the inverse Rabi frequency. This observation will 
be important in later parts of this work.

Due to coherent oscillations of the population between the eigenstates with unequal permanent dipole 
moments, a coherent signal field Esignal(z, t) may be generated in the medium. Its source is the permanent dipole 
oscillating at the Rabi frequency �R , whose exact form is derived later. It is typically in the microwave regime. 
Formally, we can distinguish the signal field envelope and a harmonic term

where es represents the polarization vector of the signal field, which is constant and parallel to the permanent 
dipole moments of the medium. In realistic scenarios, the timescales of modulations of the signal field envelope 
may be comparable to the inverse Rabi frequency 

∣

∣

∂
∂tEs

∣

∣ � Es�R , which means that the slowly varying enve-
lope approximation may not be valid for this part of the field and will not be applied. We make the reasonable 
assumption that initially the signal field is absent throughout the entire sample 

∣

∣Esignal(z, t = 0)
∣

∣ = 0 for all 
z ∈ [0, L] , where L is the sample length. In the following section, we derive the equations describing the buildup 
and propagation of the signal field.

(1)E(z, t) = Edrive(z, t)+ Esignal(z, t).

(2)Edrive(z, t) = E (z, t)e cos(kz − ωt)

(3)Esignal = Es(z, t)ese
i�R(

z
c−t) + c.c.,
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Medium coupled to the field.  The goal of this subsection is to find the coupled Bloch–Maxwell equations 
that govern the evolution of the density matrix of the medium as well as the propagation of the signal field. In 
many cases, the propagation effects for the drive can be neglected. Here, we will nevertheless allow temporal 
tuning of the drive amplitude at reasonable timescales: 

∣

∣

∂
∂tE

∣

∣ ≪ E ω.
Our starting point is the one-dimensional form of the propagation equation for the total field given by Eq. (1)

where µ0 is the vacuum permeability, and P(z, t) is the polarization of the medium. For this equation to be valid, 
the medium must be nonmagnetic, linear, and isotropic, without free charges and currents. We make these 
assumptions here as they describe a rather wide class of molecular vapors and solids.

The polarization at the right-hand-side of Eq. (4) can be expressed as

where N is the concentration of the two-level systems in the medium, Tr(·) stands for the trace operation, and 
ρij(z, t) are elements of the density matrix of the medium ρ(z, t) . Note that contrary to the usually considered 
symmetric case, all density matrix elements contribute to the polarization, including the diagonal ones that give 
rise to the signal buildup.

To find the explicit form of the source term in Eq. (4), we model the evolution of the density matrix with the 
master equation

where H is the full Hamiltonian

Hmedium was introduced at the end of subsection “Medium”, and the electric dipole approximation has been 
assumed for the interaction term. The relaxation term is given by32,33

where in our system the index p = “se” corresponds to spontaneous emission with Lse = |g��e| , while p = “coll” 
describes collisional relaxation: Lcoll = |e��e| − |g��g| . To simplify the notation, we have omitted the arguments 
of the density matrix on the right-hand side.

From now on, we assume that all matrix elements of the dipole moment operator dij are oriented in the same 
direction, parallel to the polarization direction of the fields. Hence, we can omit the vector notation. Please note, 
however, that the analysis could be equivalently performed for perpendicular orientations of permanent and 
transition dipoles: dii ⊥ dij , j  = i.

To separate slowly varying and rapidly-oscillating components of the coherence ρeg , we adjust the ansatz 
introduced in the previous work21

where the dimensionless parameter κ(z, t) = E (z,t)(dee−dgg )

ℏω  is a measure of asymmetry. As we will see from the 
Bloch equations, the timescale for variations of the envelope function reg is on the order of �−1

R .
The last exponent in Eq. (9) can be expressed using the identity e−iκ sin x =

∑+∞
n=−∞ Jn(κ)e

−inx , where Jn 
refers to the Bessel function of the first kind. Making use of this form and inserting Eqs. (7–9) into the master 
Eq. (6), with the field in the form given by Eq. (1), we arrive at a set of Bloch equations whose general form and 
detailed derivation are given in the “Supplementary Information”. The rotating wave approximation leads to the 
following form of the Bloch equations: 

 where we have introduced the detuning δ = ω0 − ω ≪ ω0 and derived the explicit form of the Rabi frequency 
�R =

degω

dee−dgg
J1(κ) . This form implies that the signal frequency can be controlled with external parameters, in 

particular the amplitude of the drive, as well as—to a smaller extent—its frequency. Note that if the diagonal and 
off-diagonal terms of the dipole moment are comparable, the order of magnitude for κ corresponds to the ratio 
of the Rabi frequency to the transition frequency in the system. This means that κ is typically small, and the 
Bessel function can be approximated by the linear term J1(κ) ≈ 1

2κ . In this regime, the Rabi frequency reverts 

(4)−
∂2

∂z2
E(z, t)+

1

c2
∂2

∂t2
E(z, t) = −µ0

∂2

∂t2
P(z, t),

(5)P(z, t) = NTr(ρ(z, t)d) = N
∑

i,j∈{e,g}

ρij(z, t)dji ,

(6)iℏ
∂

∂t
ρ(z, t) = [H(z, t), ρ(z, t)] +L [ρ(z, t)],

(7)H(z, t) = Hmedium − d · E(z, t),

(8)L [ρ(z, t)] = 2iℏ
∑

p=se,coll

γp

(

LpρL
†
p −

1

2
ρL†pLp −

1

2
L†pLpρ

)

,

(9)ρeg(z,t) = reg (z, t)e
i(kz−ωt)e−iκ(z,t) sin(kz−ωt),

(10a)
∂

∂t
ρee =2I(�⋆

Rreg )+ 2
Esignal

ℏ
J1(κ)I(d

⋆
eg reg )− 2γseρee ,

(10b)

∂

∂t
reg =i

[

−δ +
∂

∂t
κ +

Esignal

ℏ
(dee − dgg )

]

reg + i

[

�R +
Esignal

ℏ
J1(κ)deg

]

(1− 2ρee)− (γse + γcoll)reg ,
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to the familiar form �R ≈
E (z,t)deg

2ℏ  . It is now clear that the elements ρee , reg of the density matrix vary at time-
scales set by �−1

R  and the inverse decoherence rates γ−1
p  . From Eq. (10b), it follows that the signal field gives rise 

to a time- and space-dependent energy shift of the levels that is proportional to the difference between the 
permanent dipole moments of the eigenstates. In addition, the time dependence of the envelope of the driving 
field is included in the term ∂

∂t κ . This part is negligible for slow changes of the drive’s envelope and vanishes for 
a constant amplitude.

Once we have found the evolution of the density matrix elements, we can specify the form of the medium 
polarization induced by the driving field. Making use of the density matrix normalization ρgg + ρee = 1 , com-
bining Eqs. (9) and (5) yields

We can insert this form into the right-hand side of Eq. (4). To extract the equation for the signal rather than 
the total field, we insert Eq. (1) in the left-hand-side of Eq. (4). Next, we separate contributions on both sides 
of the wave equation that oscillate at different harmonic frequencies. This step is based on the assumption that 
the components of the field oscillating at the Rabi frequency that contribue to the signal have their source in the 
polarization components oscillating at the Rabi frequency, while their coupling with the polarization components 
at the carrier frequency is negligible24. The details of this step are given in the “Supplementary Information”. As 
a result, we obtain the propagation equation of the signal field:

here, J′1(κ) and J′′1(κ) are respectively the first and second derivatives of the Bessel function over the argu-
ment κ . These terms represent the influence of the temporal modulations of the drive envelope. For a contin-
uous-wave drive, all time derivatives of κ disappear, and the equation is significantly simplified. In general, 
J′1(κ) =

1
2 [J0(κ)− J2(κ)] and J′′1(κ) =

1
4 [J3(κ)− 3J1(κ)] . Because κ is typically small, the part proportional to 

J0(κ) is the dominant contribution. Then, the correction arising from the time dependence of the drive envelope 
can be rewritten as J0(κ) ∂

∂t κ
∂
∂t reg.

From Eq. (12), it follows that both the diagonal and the off-diagonal parts of the density matrix contribute 
to the generation of low-frequency radiation. Assuming comparable values of permanent and transition dipole 
moments, we see that the oscillation of the population has a major impact on the signal buildup, in particular 
in the case of the slowly varying drive envelope, i.e., negligible ∂

∂t κ . This observation is one of the key points of 
this work: the physical origin of the generated signal is the permanent dipole moment associated with the eigen-
states of the system and oscillating at the Rabi frequency. This is the carrier frequency of the output signal. The 
Rabi frequency is determined by the drive amplitude E , which provides a knob for spectral tuning of the signal.

In Eq. (12) we assume co-linear orientation of molecules. To include a distribution of the orientation direc-
tions of the molecules, one would need to replace the density N with a distribution function N(θ ,φ) , and integrate 
over the orientations (θ ,φ) . In practice, this would suppress the coherence of the generated signal due to the 
distribution of coupling strengths between the differently oriented molecules and the drive.

Note that in many other works the field propagation equation in the Bloch–Maxwell set is a first-order dif-
ferential equation8,14,34. That simplified form is obtained under the slowly varying envelope approximation in 
which the signal envelope is assumed to vary both in time and space much more slowly than its inverse carrier 
frequency and wave vector, respectively. Here, this approximation may not be justified, because the carrier 
frequency �R is of the same order as the inverse timescales of the system’s dynamics, and therefore we chose to 
retain the more complicated second-order propagation equation.

Results and discussion
In this section, we first perform calculations for parameters that do not describe any specific molecule, but rather 
represent orders of magnitude characterizing standard molecular or atomic ensembles, in order to present the 
typical output provided by the model. To explore the possibilities and limitations, in some investigations we 
even neglected decoherence or consider very large concentrations. Next, we investigate the performance of a 
LiH molecular ensemble as a low-frequency signal source.

Model parameters.  We apply the theory to a model sample of a gaseous molecular medium. We focus on an 
electronic transition at ω0 = 660 THz, with dipole moments set to 1 atomic unit ( dee = deg = 8.5× 10−30 Cm). 
The spontaneous emission rate γse = 3.4 MHz is calculated according to the Weisskopf–Wigner theorem34, and 
the collisional decoherence lifetime γ−1

coll = 65 kHz has been chosen in accordance with experiments on diluted 
atomic vapors35. The sample of length L = 53 cm is illuminated with a driving beam with the envelope

where the arctan function is chosen to model a smooth ramp-up of the beam. The parameter α = 0.019/
cm is a scaling factor controlling the slope and z0 = −5.3 m. The amplitude A = 1550 V/cm corresponds to 

(11)P(z, t) = N

[

dgg + ρee(dee − dgg )+ regdge

∞
∑

n=−∞

Jn(κ)e
−i(n−1)(kz−ωt) + c.c.

]

.

(12)

−
∂2

∂z2
Esignal +

1

c2
∂2

∂t2
Esignal = −µ0N(dee − dgg )

∂2

∂t2
ρee

− 2µ0NR

{

dge

[

J1(κ)
∂2

∂t2
reg + 2J′1(κ)

∂

∂t
κ
∂

∂t
reg +

(

J′′1(κ)

(

∂

∂t
κ

)2

+ J′1(κ)
∂2

∂t2
κ

)

reg

]}

.

(13)E (t, z) = A
1

π

(

arctan (−α(z − z0 − ct))+
π

2

)

,
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continuous-wave laser power of 32 W for a beam area of 1 mm2 . The carrier frequency of the drive will be chosen 
around the medium resonance.

We solve the Bloch–Maxwell equations (10, 12) with a self-developed Python code, which we made avail-
able on a public repository36. The Bloch and the Maxwell equations are alternately iterated in time, so that their 
coupling is fully accounted for, allowing one in particular to observe the effects of back-action of the signal on a 
dense medium, as it is discussed later. First, we discuss the case of a relatively low concentration N = 6.7× 1012 
molecules/cm3 . The time dependence of the generated low-frequency signal at the position fixed at the end of the 
sample z = L is shown with the blue line in Fig. 1a. As the drive enters the medium, the signal builds up. Note that 
the signal frequency �R(z = L, t) varied in time proportionally to the drive envelope E (z = L, t) and reached 
the stable value of 1.97 GHz after approximately 30 ns. The amplitude of the signal is significantly weaker than 
the drive, but well beyond the detection threshold in the microwave domain37,38. Naturally, the weak amplitude 
of the signal is a result of the small medium density we chose and could be improved in denser samples. Note 
that for very large densities at which the mean spatial separation between the molecules would be below the 
transition wavelength, dipole–dipole interactions of molecules may become relevant, but are not included in 
our model. They could be taken into account, e.g., through local-field corrections39.

Figure 1b shows the generated signal at a fixed time E(z, t = 30 ns) . The gray area corresponds to z ∈ [0, L] 
and represents the active medium, where the amplitude of the signal grows steadily. We find the dominant 
component of the signal to propagate toward the positive-z direction, in accordance with the propagation direc-
tion of the drive. This indicates the coherent character of the generated signal. Outside the sample the signal 
amplitude retains its value.

Figure 1c shows the same dependence as Fig. 1b, but for a drive detuned by δ = 460 MHz. Naturally, the 
generated signal field amplitude is decreased in this case and its frequency shifted, as we will discuss below. In 

Figure 1.   (a) Envelope of the driving field E (black) and generated signal Esignal (blue) as functions of time at 
the end of the sample ( z = L ) for γse = 3.4 MHz, γcoll = 65 kHz, and δ = 0 . (b) The signal Esignal in the spatial 
domain at t = 30 ns. The gray rectangle represents the sample with the active medium (between 0 and 0.53 m). 
(c) Spatial behavior of the generated radiation for the same γse and γcoll coefficients but in the presence of 
detuning δ = 460 MHz.
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addition, the detuning induces a beating of the signal field inside the sample, now modulated with a sinusoidal 
envelope of the spatial period corresponding to the detuning. In consequence, the amplitude of the output signal 
outside the sample is suppressed depending on the phase of the envelope of the signal at the end of the sample.

Due to decoherence, the signal decays at timescales determined mostly by γ−1
se  , while γcoll is a relatively less 

important correction (see Fig. 2). The reason is that the relaxation γcoll does not directly affect the population (i.e., 
it does not appear in Eq. (10a), which is the main source of the low-frequency signal. The impact of relaxation 
is through a modification of the coherence term reg . The decay of the signal is a direct consequence of the decay 
of population oscillations. This means that decoherence channels, in particular a strong spontaneous emission, 
might prevent the possibility of low-frequency signal generation in a continuous manner. Instead, the signal 
could be generated pulse-wise, with drive impulses as discussed at the end of this subsection.

A close analysis of Eq. (10b) reveals that an effective detuning δeff(z, t) = δ − ∂
∂t κ −

Esignal
ℏ (dee − dgg ) can be 

induced by additional effects: a time modulation of the drive and a back-action from the generated signal field. 
While the former is weak for the modulation timescales considered in our examples, we analyze the impact of 
the signal back-action in samples with increased concentration N in Fig. 3. The calculations were performed for 
a weaker drive ( A = 514 V/cm), longer time period, and the same decoherence parameters for better visualisa-
tion. In the case of small concentrations, the back-action is not observed at the investigated time scales (Fig. 3a). 
For larger medium concentrations, we find a clear indication of the back-action from the signal only if we do not 
include the spontaneous emission (gray curves in Fig. 3b,c): the modulations of the signal amplitude originate 
from time- and space-dependent effective frequency fluctuations ( δeff  ) of the atomic transition induced by the 
signal. However, this effect is blurred in the presence of spontaneous emission (blue curves in Fig. 3b,c). The 
back-action of the signal also appears in Eq. (10) next to the Rabi frequency �R , modifying it to the effective value 
�eff = �R +

Esignal
ℏ J1(κ)deg . Yet, this impact is considerably smaller due to the proportionality of the correction 

applied to the Bessel function J1(κ) ≪ 1.

Figure 2.   Shapes of the signal field (blue) for enhanced values of relaxation parameters. The envelope of the 
driving field is shown in black. (a) Only collisional relaxation present: γcoll = 6.6 MHz, γse = 0 . (b) Only 
spontaneous emission involved: γse = 6.6 MHz, γcoll = 0 . (c) Both mechanisms included: γse = 6.6 MHz, 
γcoll = 6.6 MHz.
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To quantify the impact of the drive detuning on the signal frequency, we evaluate Fourier transforms of the 
stationary parts of the generated signals (the integration of the signal field Esignal(z = L, t) was performed over 
times between 72 and 121 ns). Their normalized values are shown in Fig. 4. We compare the results obtained 
numerically for different values of detuning up to δ = 657 MHz, with the theoretical prediction of the oscillation 
frequency of medium populations40

Figure 3.   Generated signal for different concentrations N in the medium with (blue) and without (gray) 
relaxations. The driving field’s amplitude was set to A = 515 V/cm. (a) Concentration N = 6.7× 1012 
molecules/cm3 . (b) N = 6.7× 1013 molecules/cm3 . (c) N = 6.7× 1014 molecules/cm3.

Figure 4.   Fast Fourier transforms (FFTs) of the generated signals reveal frequencies of the signals for the 
resonant case (blue line) and for several values of detuning (other lines), all for �R = 1.97 GHz. The vertical 
lines indicate frequencies calculated according to Eq. (14).
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The factor of 2 appears because �R corresponds to the frequency of oscillations of probability amplitudes, while 
the population probabilities are modulated at twice the pace. The formula above is valid for the case of vanish-
ing relaxation rates, while in the studied case γse,coll are approximately two orders of magnitude smaller than δ . 
Therefore, the main consequence of relaxation is a spectral broadening of the signal rather than a frequency shift. 
In the above expression, we did not take into consideration the effective parameters �eff  , δeff  because their influ-
ence at the relevant timescale is negligible with respect to the impact of spontaneous emission. The theoretical 
results are in very good agreement with the numerical ones, with offsets at the third significant digit, i.e., exactly 
at the level at which we expect corrections from the relaxations.

The derived Bloch–Maxwell equations allow us to study the generation of low-frequency radiation under 
more complex illumination schemes than a smooth step function. In Fig. 5, we present the temporal shape of 
signals generated under illumination with Gaussian impulses defined as

where α = a2 × 2.3× 10−6/cm2 hence, the full temporal width at half-maximum FWHM(a)=a× 12 ns. The 
signals have Gaussian envelopes. The frequency chirp results from the drive modulation. The shift of the maxi-
mum of the signal with respect to the peak of the drive is due to decoherence and disappears in the absence of 
spontaneous emission and relaxation. Fig. 5c presents fast Fourier transforms (FFTs) of both signals. The main 
frequencies are � = 1.93 GHz and 1.88 GHz for wider and narrower impulses, respectively. We observe that for 
increasing temporal FWHMs of the drive, the main frequency of the signal corresponds to the value of 1.97 GHz, 
which is the continuous-wave limit.

(14)� = 2

√

�2
R + δ2/4.

(15)E (z, t) = Ae−α(z−z0−ct)2 ,

Figure 5.   Results of the simulation for the impulse driving field with amplitude A = 515 V/cm. Blue and green 
lines represent the generated signal while black ones are envelopes of the drive in the form of Gaussians with 
respective FWHMs of (a) 36 ns and (b). 12 ns. (c) Fast Fourier transform performed on signal impulses.
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Note that a pulsed drive brings into perspective a considerable increase in the driving field power, and there-
fore the frequency of the signal. In particular, signals in the terahertz domain could be achieved for the drive 
peak powers from 3.5 MW, assuming the other system parameters as selected above.

LiH molecule.  In this section we discuss an example of a polar molecule of lithium hydride LiH that well 
suits the purpose of this project, i.e., it has a large permanent electric dipole moment that can be relatively eas-
ily oriented in the laboratory frame with an external electric field. We consider two selected rotational states 
|NM� = |00� and |N ′M ′� = |10� of a LiH molecule in its ground vibrational and electronic state X1�+ . N and 
M denote the rotational angular momentum of the molecule and its projection on the quantization axis deter-
mined by the external DC field. The details of the calculations of the dipole moments (in the laboratory frame) 
and energies are as a function of applied DC electric field, EDC , are provided in the “Supplementary Informa-
tion”. At the experimentally achievable electric field EDC = 150  kV/cm the energy gap between the levels is 
�E = 0.642 THz, the difference between the electric dipole moments in the ground and excited levels reads 
dee − dgg = 4.05  D, and the transition electric dipole moment deg = 2.51  D. The concentration and the col-
lisional decoherence rate of the molecules remain the same as before. We deem the concentration realistic with 
the method described in Ref.31. The results of our calculations are depicted in Fig. 6. We find a relatively high 
amplitude of the generated microwave radiation (the signal beam) of approximately  0.45 V/cm. The low energy 
gap between the levels yields low spontaneous emission coefficient and as a result, a relatively long coherence 
time of the signal (the decay is not visible at time scales shown in the figure).

Figure 6.   (a) Envelope of the driving field E (black) and generated signal Esignal (blue) as functions of time at 
the end of the sample ( z = L ) for γse = 0.75 Hz, γcoll = 65 kHz, and δ = 0 . (b) The signal Esignal in the spatial 
domain at t = 30 ns. The gray rectangle represents the sample with the active medium (between 0 and 0.53 m).
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Conclusions
We have shown how coherent radiation at the Rabi frequency is generated and propagates through a one-dimen-
sional medium consisting of two-level systems with broken inversion symmetry. The underlying mechanism 
is associated with the Rabi oscillations of the population between the eigenstates induced as the resonant drive 
illuminates the medium, and of the corresponding permanent dipole moments.

To quantify the effect, we derived Bloch–Maxwell equations governing the dynamics of the system. The 
equations were solved numerically for sets of parameters representing standard molecular media. The results 
confirm that the generation of low-frequency radiation is mostly caused by oscillations of the population in the 
medium, while other contributions can be considered as corrections. The output signal amplitude and frequency 
can be tuned with drive intensity modulation, allowing for an all-optical control of the signal properties. In our 
examples, the signal frequency belongs to the microwave regime, while the amplitude is small but detectable. 
A pulsed illumination scheme allows one to increase both the intensity and frequency of the signal, potentially 
leading to tunable sources of coherent terahertz radiation.
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ABSTRACT

This file contains the following supplementary information:
S1. Relation between broken inversion symmetry and dipole moment
S2. Derivation of the Bloch-Maxwell equations
S3. Details of the numerical approach
S4. Lithium hydride example

S1 Relation between broken inversion symmetry and dipole moment
A diagonal element of the dipole moment operator with i = e,g is given by

dii = 〈i| d̂ |i〉=
∫

dr ∑
α

qα rα 〈i|r〉〈r|i〉 , (S1)

where r = {rα}α=1,...,N represents the set of positions rα of all N charges qα contributing to the dipole moment of the system.
For simplicity, in this proof we assume a single charge q at position r1. The proof for multiple charges is a straightforward
generalization.

Figure S1. Spherical coordinate system used in calculations according to (S2). The unusual choice of directed angles θ and φ
(notice the arrows in the picture) was intentional to set symmetric limits of integration in the equations.

To evaluate this quantity, we express r1 in spherical coordinates defined as follows (Fig. S1):

x = r cosφ cosθ ,
y = r sinφ cosθ ,
z = r sinθ .

(S2)
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to obtain

dii = q
∫ ∞

0
dr1

∫ π

−π
dφ1

∫ π/2

−π/2
dθ1 r2

1 cosθ1 r1 |〈r1|i〉|2

= q
∫ ∞

0
dr1

∫ π

−π
dφ1

∫ π/2

0
dθ1 r2

1 cosθ1 r1 |〈r1|i〉|2 +q
∫ ∞

0
dr1

∫ π

−π
dφ1

∫ 0

−π/2
dθ1 r2

1 cosθ1 r1 |〈r1|i〉|2
(S3)

By substituting angles φ →−φ , θ →−θ in the second term and making use of the relation cos(−θ) = cos(θ), we obtain

dii = q
∫ ∞

0
dr1

∫ π

−π
dφ1

∫ π/2

0
dθ1 r2

1 cosθ1 r1

(
|〈r1|i〉|2−|〈−r1|i〉|2

)
, (S4)

where −r1 = (r1,−φ1,−θ1). If the wave function 〈r1|i〉 has inversion symmetry, |〈r1|i〉|= |〈−r1|i〉| holds, and the bracket at
the end disappears. This implies that the diagonal elements dee and dgg are equal to zero. This means that broken inversion
symmetry is required to create a permanent dipole moment.

For the off-diagonal elements, we simply have

di j = 〈i| d̂ | j〉=
∫

dr r〈i|r〉〈r|qr̂ |r1〉〈r1| j〉= d?
ji, (S5)

regardless of the wave function’s symmetry. Due to the odd character of the position operator, if both wave functions share the
same symmetry, the integral is equal to zero, and the transition is electric-dipole-forbidden.

S2 Bloch–Maxwell equations
Here, we provide a detailed derivation of the Bloch–Maxwell equations. First, let us insert the form of the field given by Eq. (1)
into the master equation (6). The set of equations for the density matrix elements has the following form:

i}
∂
∂ t

ρee =
(
E cos(kz−ωt)+Esignal

)(
dgeρeg−degρge

)
−2i}γseρee, (S6a)

i}
∂
∂ t

ρeg = }ω0ρeg−
(
E cos(kz−ωt)+Esignal

)(
(dee−dgg)ρeg−deg(2ρee−1)

)
− i}(γse + γdec)ρeg. (S6b)

The dynamics of the other elements can be found based on the density matrix properties: ρee +ρgg = 1 and rge = r?eg. Next, we
make use of the ansatz (9) and expand the κ-dependent term into a series of Bessel functions e−iκ sinx = ∑+∞

n=−∞ Jn(κ)e−inx:

i}
∂
∂ t

ρee =

[
1
2
E
(

e2i(kz−ωt)+1
)
+Esignalei(kz−ωt)

] ∞

∑
n=−∞

Jn(κ)e−in(kz−ωt)d?
egreg + c.c.−2i}γseρee, (S7a)

i}
∂
∂ t

reg = }
[

δ − ∂
∂ t

κ−Esignal(dee−dgg)

]
reg

+

[
1
2
E
(

e2i(kz−ωt)+1
)
+Esignale−i(kz−ωt)

]
deg(2ρee−1)

+∞

∑
n=−∞

Jn(κ)ein(kz−ωt)− i(γes + γdec)reg.

(S7b)

If ΩR� ω , the oscillatory terms on the right-hand side of the above equations make negligible contributions. We neglect them
under the rotating wave approximation, in which out of the infinite sums the only surviving terms correspond to n = 0,2 if
they are multiplied by the drive envelope E , or correspond to n = 1 if they are multiplied by the signal field. We arrive at the
equations (10) from the article.

To derive formula (12), we insert Eq. (1) into the right-hand side of Eq. (4). Performing all the derivatives, we obtain

− ∂ 2

∂ z2 E +
1
c2

∂ 2

∂ t2 E =− ∂ 2

∂ z2 Esignal +
1
c2

∂ 2

∂ t2 Esignal

+
1
2

(
− ∂ 2

∂ z2 +
1
c2

∂ 2

∂ t2 −2ik
∂
∂ z

+2i
ω
c2

∂
∂ t

+ k2− ω2

c2

)
E
(

ei(kz−ωt)− e−i(kz−ωt)
)
.

(S8)

2/6
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Clearly, the slowly varying terms of the expression correspond to the signal, while the terms related to the drive envelope are
multiplied by rapidly oscillating factors.

Let us now investigate the right-hand-side of the wave equation with the second time derivative of polarization. The fastest
method is to apply the derivatives to the form of polarization given by Eq. (11). We introduce the symbol

R =
∞

∑
n=−∞

Jn(κ)e−i(n−1)(kz−ωt). (S9)

The second time derivative of the polarization is

∂ 2

∂ t2 P = N
[
(dee−dgg)

∂ 2

∂ t2 ρee +2
∂ 2

∂ t2 Re(d?
egregR)

]
. (S10)

The second term in the bracket reads

∂ 2

∂ t2 (d
?
egregR) = d?

eg

(
R

∂ 2

∂ t2 reg +2
∂
∂ t

reg
∂
∂ t

R+ reg
∂ 2

∂ t2 R
)

=
∞

∑
n=−∞

[(
∂ 2

∂ t2 reg +2
∂
∂ t

reg

(
J′n(κ)

∂
∂ t

κ + i(n−1)ωJn(κ)
)
+ reg

(
J′′n(κ)

( ∂
∂ t

κ
)2

+ J′n(κ)
∂ 2

∂ t2 κ

+2i(n−1)ωJ′n(κ)
∂
∂ t

κ +[i(n−1)ω]2Jn(κ)
))

d?
ege−i(n−1)(kz−ωt)

]
,

(S11)

where we have explicitly inserted the first and second derivatives of R in accordance with Eq. (S9). We insert this result back
into Eq. (S10).

Now, in analogy with the procedure conducted for the left-hand side (S8) of the wave equation, we can separate on the right-
hand-side terms proportional to different powers of the oscillating factor exp[i(kz−ωt)]. In the rotating wave approximation,
we neglect powers other than 0 and 1, as only these two are present on the left-hand side given by Eq. (S8). Now, we make the
important assumption that any cross-talk between the slowly varying terms and those oscillating at the frequency ω can be
neglected: The polarization terms oscillating at ω are coupled to the drive, while the slowly varying terms act as the source for
the signal. This assumption is valid if

∣∣∣ ∂Esignal
∂ t

∣∣∣� ωEsignal and similarly for the slowly varying part of the polarization. As a
result, we can separate two wave equations, describing respectively the dynamics of the drive and of the signal. However, we
assume the drive to be strong enough not to be affected by the coupling to the medium. The only relevant field equation is
therefore the one for the drive, given by (12). On its right-hand side appear the terms corresponding to n = 1 in Eq. (S11).

S3 Numerical approach
The solution of the coupled set of Bloch–Maxwell equations (10, 12) can be found numerically.

The wave equation has the form

− ∂ 2

∂ z2 f (z, t)+
1
c2

∂ 2

∂ t2 f (z, t) = s(z, t), (S12)

where f is the function we wish to find, s is a source term, and c is the speed of the envelope in vacuum. Introducing
discretization, we end up with a time-space grid of evenly distributed points (z j, ti) with respective spatial and temporal steps ∆z
and ∆t. Hence, for the space variable, we have z j = z0 + j∆z, where j ∈ [0,1, ...,NL], and NL is the number of the point at the
end of the sample of length L, so NL∆z = L. Similarly, ti = t0 + i∆t for i ∈ [0,1, ...] but with no upper bound. For convenience,
we denote values of the functions at grid points f (z j, ti)≡ fi, j and s(z j, ti)≡ si, j. By the solution at time ti+1, we understand
the set of values { fi+1, j} for all j, and hence we have to find an expression that depends only on the previously calculated
values. This can be done by expressing the second-order derivatives by the three-point (midpoint) formula1. Because we solve
a second-order partial differential equation, two initial conditions for each space point are required. We introduce values f j,0,
s j,0 and velocities ∂ f j,0/∂ t ≡ g j for the initial time t0. To reach an accuracy on the order of (∆t)2, we express f1, j as2

f1, j =
1
2

η2( f0, j−1 + f0, j+1)+(1−η2) f0, j +∆tg j +
1
2

c2(∆t)2s0, j, for j 6= 0,NL, (S13)

and we find

fi+1, j = η2( fi, j+1 + fi, j−1)+2(1−η2) fi, j− fi−1, j + c2(∆t)2si, j, for i > 0, j 6= 0,NL. (S14)
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Obviously, the foregoing expressions are not valid at the ends of the sample. There, we apply transparent boundary conditions3

for the radiation exiting the sample (for j = 0,NL):

f1,0/NL = η2 f0,1/NL−1 +(1−η2) f0,0/NL +(1−η)∆tg0/NL , (S15a)

fi+1,0/NL =
2η2 fi,1/NL−1 +2(1−η2) fi,0/NL +(η−1) fi−1,0/NL

1+η
, (S15b)

where we assumed no sources at the ends of the sample. In addition, we have introduced the parameter η = c∆t/∆z, the
so-called Courant number first described in Ref. 4, whose value is crucial for numerical stability. In our case, η = 1 corresponds
to the so-called "magic step"5 and leads to a solution that is not affected by the numerical dispersion problem.

The source term s(z, t) corresponds to the solution of the Bloch Eqs. (10). The latter is a set of first-order differential
equations of one variable for each point in space. At each time step, we calculate the solution using the Python build-in
method odeint from the scipy.integrate library. It is a RK4 method, snd so the order of accuracy is (∆t)4. This high level of
accuracy is required because the source term is eventually differentiated twice, reducing the accuracy to the order of (∆t)2. The
differentiation is performed using the three-point (midpoint) method.

Our solver is written in Python 2.7, where two sets of equations (S14, S15) were implemented. A comparison between
Eqs. (12) and (S12) reveals that f ≡ Esignal, and s is the right-hand side of Eq. (12). The solver is available on a public
repository6. We draw the readers attention to another existing solver7.

S4 Lithium hydride example

Figure S2. Energies of the rotational states in the ground electronic and vibrational state of the LiH molecule, as a function of
electric field. The dashed line represents EDC = 150 kV/cm. Levels represented by the blue and green lines were selected for
the calculations in the main text.

To perform calculations based on a real system we have chosen the LiH molecule in ground state X1Σ+. We investigate
its rotational states |NM〉. Since in the ground state the electronic angular momentum is zero, N and M denote the rotational
angular momentum of the molecule and its projection. The permanent electric dipole moment in the molecule’s frame is
d0 = 5.88 D8 and the rotational constant Be = 7.513 cm−19. In general, the orientation of a molecule in the gaseous ensemble
is random and as the result, in the lab frame, the average dipole moment cancels out. To distinguish one of the directions (e.g.
z-axis in the lab frame) and orient molecules we may apply an additional, constant electric field EDC. This results in the DC
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Figure S3. Projections of the permanent dipole moments in different rotational states as functions of applied electric field.
The dashed line represents the amplitude EDC = 150 kV/cm. The blue and green curves represent results for the states selected
for the calculations in the main text.

Stark effect which leads to mixing of rotational states. The coupling matrix elements between states |NM〉 and |N′M′〉 read10

VNM;N′M′ =−EDCd0

√
4π
3
〈NM|Y10

∣∣N′M′
〉
, (S16)

where the spherical harmonic Y10 has been used. The 3− j Wigner symbols may now be used to evaluate the transition
elements. As a result, the following matrix representation of the Hamiltonian is obtained

|00〉 |10〉 |20〉 |30〉 |11〉 |21〉 |31〉 |22〉 |32〉 |33〉

Hstark =

|00〉
|10〉
|20〉
|30〉
|11〉
|21〉
|31〉
|22〉
|32〉
|33〉




0 EDCd1 0 0 0 0 0 0 0 0
EDCd1 2Be EDCd3 0 0 0 0 0 0 0

0 EDCd3 6Be EDCd6 0 0 0 0 0 0
0 0 EDCd6 12Be 0 0 0 0 0 0
0 0 0 0 2Be EDCd2 0 0 0 0
0 0 0 0 EDCd2 6Be EDCd5 0 0 0
0 0 0 0 0 EDCd5 12Be 0 0 0
0 0 0 0 0 0 0 6Be EDCd4 0
0 0 0 0 0 0 0 EDCd4 12Be 0
0 0 0 0 0 0 0 0 0 12Be




,
(S17)

where d1 =− 1√
3
d0, d2 =− 1√

5
d0, d3 =− 2√

15
d0, d4 =− 1√

7
d0, d5 =− 2

√
2√

35
d0, d6 =− 3√

35
d0.

A diagonalization of the presented Hamiltonian allows us to find new eigenstates and eigenenergies of the system for
different values of the DC electric field. The new eigenstates are superpositions of the original states |NM〉, and for the studied
range of fields each eigenstate has one dominant contribution. The eigenenergies are presented in Fig. S2 for the amplitude EDC
in the range between 0 and 400 kV/cm. The label corresponds to the state |NM〉 whose contribution to the eigenstate dominates.
As can be seen, the energy gap between the levels of interest grows with the electric field in the considered range.

The new eigenstates are characterized with a nonzero permanent electric dipole moment in the lab frame, oriented along the
z-axis (the direction of the EDC) as presented in Fig. S3. The black dashed line indicates the field amplitude used in the main
text. Additionally, transition dipole moments between pairs of states can be induced. In Fig. S4 we present all components
of the transition dipole moments between the ground state to a set of possible excited states. As expected, for M = M′ = 0
the transition dipole moments are parallel to the z-axis while transitions between levels with M′ 6= 0 correspond to dipoles in
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Figure S4. Projections on the laboratory frame axes of the transition electric dipole moments for transitions between the
ground and selected excited states. The dashed line represents the amplitude EDC = 150 kV/cm. The orange curve representes
the results for the pair of states selected for the calculations in the main text.

oriented in the xy plane. These dipole moments decrease with the growing field due to the increasing contribution of states
different than the dominant one.
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4
S U B - A N D S U P E R L U M I N A L P R O PA G AT I O N I N
M E D I A O F T H R E E - L E V E L S Y S T E M S

In Chapter 2 we gave an extensive derivation of the Bloch–Maxwell equations for the
ensembles of three-level systems driven by strong control field and a weak probe pulse.
This is particularly important for the understanding of the investigations done in article A3.
Three different energy-level configurations Λ, V, and Ξ, even though described by similar
equations, provide tremendously different responses in the context of pulse propagation.
The Ξ-system in the regime of far-detuned two-photon absorption was identified as the
optimal candidate for the observation of the superluminal pulse propagation. We also
provided a convenient figure of merit to show the connection between the control field’s
parameters and the superluminality.

As in the case of the two-level system, the density-matrix formalism along with the
Bloch–Maxwell and GKLS equations were the key tools for this research, respectively cap-
turing the effects of field propagation and atomic dynamics including the effect of dissi-
pative processes.These are exceptionally important in the context of pulse propagation in
the media in general and for superluminal propagation in particular. Optimization of the
numerical approach was a subject of research as well as the simulations done for the article
were time- and resource-costly.
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4.1 superluminal propagation in media of three-level Ξ systems

In article A3, we investigate superluminal light propagation in three-level atomic systems.
We propose an all-optical approach to achieve superluminality using a two-photon res-
onance in a three-level Ξ-system, aiming to reduce the absorption and avoid the need
for population inversion or nonlinear optical effects. In this work, we use the theory intro-
duced in Sections 2.2 and 2.3. The research contributes to the understanding of light-matter
interactions and could be useful in optical communication technologies.

Key elements of this work:

• Three configurations (Λ, V, and Ξ) are analyzed, and the Ξ-system is identified as
optimal for achieving superluminal light propagation with minimal distortion.

• Numerical approach is developed for efficient simulations of light propagation in
three-level systems.

• The trade-off between pulse advancement and transmission is investigated by the
usage of a figure of merit to optimize optical factors.

• Numerical and analytical methods are employed to evaluate group velocities in ru-
bidium vapors, showing that superluminal propagation can be achieved under spe-
cific conditions, making the findings relevant for future experimental implementa-
tions.

In the article, I contributed to the conception of the idea, followed by the dominant con-
tributions to the development of the theory, results analysis, and manuscript preparation.
I am fully responsible for the numerical solver implementation.
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Superluminal light propagation 
in a three‑level ladder system
Piotr Gładysz 1*, Szymon Pustelny 2 & Karolina Słowik 1

Superluminal light propagation is typically accompanied by significant absorption that might 
prevent its observation in realistic samples. We propose an all-optical implementation exploiting the 
two-photon resonance in three-level media to overcome this problem. With several computational 
methods, we analyze three possible configurations of optically-dressed systems and identify an 
optimal configuration for superluminal propagation. Due to the far-detuned operating regime 
with low absorption, this scenario avoids the usual need for population inversion, gain assistance 
or nonlinear optical response. Our analysis covers a broad parameter space and aims for the 
identification of conditions where significant pulse advancement can be achieved at high transmission 
levels. In this context, a figure of merit is introduced accounting for a trade-off between the desired 
group-index values and transmission level. This quantity helps to identify the optimal characteristics 
of the dressing beam.

Throughout the decades, the perspective of propagation of electromagnetic pulses with velocities greater than the 
speed of light in vacuum c has inspired the imagination of researchers. Theoretical predictions and experimental 
evidence of superluminal propagation were subjects of wide-ranging discussions, in particular in the context of 
Einstein’s special relativity1–3. As a result of these debates and numerous follow-up works, a number of scenarios4 
for slow (subluminal)5–7, fast (superluminal)8–12, or tunable propagation velocity13–17 were implemented. With 
this work, we propose a new, simple experimental scheme for superluminal propagation, adding to this extensive 
topic. The schematic superluminal pulse propagation in the time domain is shown in Fig. 1. The pulse propagating 
through the medium arrives faster (pulse advancement) and is also distorted and partially absorbed compared 
to the pulse propagating through the free space of the same length.

The group index describes the medium’s optical properties and is linked to its dispersion. Specifically, nor-
mal dispersion results in subluminal propagation with 0 ≤ vg ≤ c.18,19 Anomalous dispersion can lead to pulse 
velocities exceeding the vacuum speed of light vg > c,20,21 or negative vg < 0.11 The two latter cases are called 
superluminal light propagation. The terms slow and fast light can be described by the group refractive index ng 
related to the pulse group velocity via vg = c/ng.22

Anomalous dispersion is a requirement for superluminal pulse propagation, but its observation in realistically 
long samples is often hindered by the associated high absorption23–26. In some experiments researchers address 
this issue27,28, however, in general, this leads to distorted pulses and challenges in defining group velocity29–31. To 
overcome this problem, several schemes based on electromagnetically induced transparency (EIT)32–35, optical 
saturation36, gain assistance8,10,37, four-wave mixing38, and many more12,15,39 have been proposed.

This work demonstrates that superluminal pulse propagation could be achieved in a significantly simpler 
scenario. It involves a coherent interaction between an atomic medium and two light beams (control and probe), 
modifying the medium’s optical properties and the probe-pulse group velocity via the control field. In the pro-
posed scheme, the probe and control fields are far detuned from single-photon transitions and are tuned near a 
two-photon transition, reducing absorption and limiting population transfer and pulse distortion. Under such 
conditions, the anomalous dispersion of the medium can be exploited without gain assistance and far from satu-
ration. The predicted levels of pulse advancement are comparable to those achieved in gain-assisted schemes9,40 
for similarly high transmittance and low pulse distortion.

In the manuscript, we examine different energy-level schemes in a three-level system for superluminal pulse 
propagation and identify the ladder scheme as a good candidate, offering a small group index and low absorption. 
This scheme is then theoretically investigated in a broad range of control parameters to identify regimes where 
superluminal propagation with considerable pulse advancement can be achieved at high transmission levels with 
little pulse distortion. Several approaches are used to determine the group index of the medium. The approaches 
exploit elegant but approximate analytical methods, but also exact numerical treatment. While the analytical 
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method works for monochromatic waves, the determination of the group velocity of a pulse requires analysis of 
its whole spectrum, which typically calls for numerical analysis. These approaches are used for the analysis of 
pulse velocity in rubidium vapors dressed with the control field. We highlight the trade-off between the nega-
tive group velocity of a pulse and its transmission coefficient. To quantify this trade-off, we introduce a figure of 
merit and use it to identify the optimal control-field parameters for the superluminal propagation of the probe.

Model
A two-level system is the simplest system with anomalous dispersion41, but the associated strong on-resonance 
absorption limits its usefulness for the investigation of superluminal propagation. Therefore, we explore three-
level media in the so-called vee (V), lambda ( � ), and ladder ( � ) configurations (Fig. 2). In each scheme, selected 
pairs of levels are coupled with the probe �p and control �k fields. This allows controlling probe propagation 
with the control field. The medium is described using the density matrix ρ , whose evolution is governed by the 
Bloch equations. The matrix can be used to determine the medium’s polarization at any time and position along 
the propagation direction, being the source term for the coupled first-order field propagation equation.

A derivation of the Bloch-Maxwell equations for one-dimensional media for the three cases is provided in 
Supplement Sec. S1. The resulting Bloch evolution equations have the form 

 where σ is the density matrix in the rotating frame, δp,k are detunings of the fields from resonances, and L is a 
decoherence term (see Supplement Sec. S2).

(1a)σ̇aa = i�pσba − i�pσab − i�kσac + i�kσca +Laa,

(1b)σ̇cc = i�kσac − i�kσca +Lcc,

(1c)σ̇ba = αpiδpσba − i�p(1− σcc − 2σaa)− i�kσbc +Lba,

(1d)σ̇ac = −αkiδkσac + i�pσbc − i�k(σaa − σcc)+Lac,

(1e)σ̇bc = (αpiδp − αkiδk)σbc + i�pσac − i�kσba +Lbc,

Figure 1.   Schematic representation of the pulse propagating in the time domain through the free space 
(behind) and through the medium (in the front) of equal lengths. On the left-hand side, we present two identical 
Gaussian pulses (for z=0), while on the right-hand side, we show an unchanged shape in free propagation and a 
distorted one for the medium case (for z=L).

Figure 2.   Investigated three-level configurations coupled by the probe (blue) and control (green) fields of Rabi 
frequencies �p and �k.
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The equations describing the field propagation in the slowly-varying-envelope approximation read

where the left/right indices correspond to the probe/control fields N is the atomic concentration, ωp/k are fields 
central frequencies, dba/ac are values of the transition dipole moments, and ǫ0 is electric permittivity in vacuum. 
The ± signs allow us to choose the propagation direction: minus for propagation in the direction of the axis 
and plus otherwise. We have introduced parameters αp/k to keep track of the signs as follows: for the V system: 
αp = αk = +1 , for the � system: αp = αk = −1 , for the � system: αp = −1 , αk = +1 . All the quantities are 
described in greater detail in Supplement Sec. S1.

Identification of the optimal three‑level system
The purpose of this section is to identify the appropriate configuration to achieve superluminal propagation. 
Based on investigations of the electric susceptibility χ , we seek a balance between the adverse strength of absorp-
tion and the favorable slope of dispersion. Under such balanced conditions, the pulse propagates with a super-
luminal velocity and maintains its temporal shape.

Three‑level systems
The electric susceptibilities χab/ba for the three configurations are derived in Supplement Sec. S4 with a descrip-
tion of approximations and assumptions, and presented in the main text in Fig. 3 for selected parameters’ values. 
The susceptibility functions sustain resonances whose nature is described in detail in the following paragraphs. 
Each of these resonances supports anomalous dispersion (dashed lines) being the necessary condition for super-
luminality. By Kramers-Krönig relations, the anomalous dispersion is in each case fundamentally linked to the 
accompanying absorption peak (solid lines)2. In the absence of the control field, the susceptibility sustains a single 
resonance for each of the three configurations (black lines in Fig. 3). The resonance corresponds to the transition 
between the levels |a� and |b� , while the level |c� contributes little to the dynamics leading to a two-level system 
(TLS) regime. A relatively strong, near-resonant control field splits the resonance into a pair of symmetric reso-
nances (red lines). This splitting is a consequence of the Autler-Townes (AT) or EIT effects42. A more interesting 
situation arises when the control field is significantly detuned from the single-photon transition between the |a� 
and |c� levels ( |δk| ≫ γcc , γaa ). With the negatively-detuned control field, δk < 0 in V and � cases, and positively-
detuned δk > 0 in � case, the resonances that arise at positive probe detunings ( δ > 0 ; right peaks in the plots) 

(2)(∂t ± c∂z)�p/k = ±αp/ki
Nωp/k

∣∣dba/ac
∣∣2

2�ǫ0
σba/ac,

Figure 3.   Real (dashed) and imaginary (solid) parts of the electric susceptibility as functions of the probe 
detuning for different energy-level schemes. The black curves illustrate the single-photon resonance in the 
absence of the control field (TLS regime), while other colors illustrate results for �k = γ ′ and different δk s (AT, 
SP, TP regimes). The control field splits the single resonance (black) into two resonances (colors). For a) and b), 
the two-photon resonance condition reads δ + δk = 0 while for c) it is δ − δk = 0 . Note that each absorption 
peak (solid lines) is accompanied by anomalous dispersion (dashed lines).
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can be associated with single-photon transitions |b� → |a� (eg. blue curves, single-photon (SP) regime) while 
the resonances that arise at negative probe detunings (left peaks in the plots) - as a consequence of two-photon 
transitions |b� → |c� (eg. blue curves, two-photon (TP) regime). This classification reflects the appearance of iδ 
(single-photon transition), and i(δ ± δk) (two-photon transition) terms in expressions for electric susceptibili-
ties (see Eqs. S24 in the Supplement). As the value of the control-field detuning |δk| increases, the single-photon 
resonance moves closer to the single-photon resonance obtained for �k = 0 . This indicates that the system is 
weaker perturbed by the control field. The behaviour of the two-photon resonance strongly depends on the 
scheme of energy levels. The two-photon resonance amplitude and width are related to the decoherence rate 
γbc between the |b� and |c� levels. As derived in the Supplement Sec. S4, in the considered case γbc is given by 
1
2 (γbb + γcc) , 0, and 12γcc for the V, � , and � configuration, respectively. This causes the different scaling of the 
resonance peaks we discuss now.

In the V system (Fig. 3a) with two short-living levels, a significant population transfer occurs from the ground 
level |a� to the excited state |c� due to the illumination with the strong control field 

(

σaa =
γ 2
cc+4(δ2k+�2

k)

γ 2
cc+4(δ2k+2�2

k)
+ O[�2

p]

)

 . 
Such population distribution makes the system more vulnerable to decoherence42. Due to the relatively large 
decoherence rate γbc , the two-photon resonance amplitude decreases rapidly with the control-field detuning.

Due to the existence of two infinitely long-lived levels |b� and |c� , the two-photon resonance is narrowest in the 
� system (Fig. 3b). The amplitude of the resonance is comparable to the single-photon resonance, and it does not 
depend on the detuning. In turn, strong two-photon absorption is observed. In practical implementations, the 
lifetime of the two lower-energy levels is limited by atomic collisions or the exchange of atoms with a reservoir. 
Consequently, under realistic conditions, the two-level absorption is suppressed compared to the single-photon 
absorption, decreasing with the detuning.

The � system (Fig. 3c) has advantages over both V and � systems: The transfer of population (σbb = 1+ O[�2
p]) 

and the amplitude of the two-photon resonance are relatively small, corresponding to suppressed absorption. At 
the same time, the two-photon resonance width is narrow leading to a relatively steep derivative and, hence, large 
group velocities. This makes the �-type system, driven by a weak probe field and strong, far-detuned control field 
particularly attractive for superluminal pulse propagation. Contrary to the intensively studied � configuration, 
the system has not been studied in detail in this context, so hereafter we focus our analysis on the � system. Its 
electric susceptibility reads

where δ plays the role of the probe detuning.

Relation to two‑level media
Similar conditions can be achieved in a low-density two-level medium characterized with a single-photon reso-
nance. However, such resonance is typically relatively strong resulting in full pulse absorption even for low 
medium densities. �-type systems provide a more realistic platform for experiments as densities can be higher 
and fields can be stronger without inducing significant population transfer. We can analyze it more precisely in 
terms of saturation parameters in both cases. A large saturation parameter means strong population transfer 
that leads to pulse distortion.

For the two-level system, the Hamiltonian in the interaction picture reads

where δTLS is the detuning from the resonance and � is Rabi frequency. Based on this, we can simply write satura-
tion parameter for some fixed spontaneous emission rate γ

This parameter directly corresponds to the population of the excited level in the steady state given by S/21+S.
To compare this result with our three-level ladder model we can perform adiabatic elimination of the middle 

level43. This can be done as the level is approximately empty due to the assumed huge values of single-photon 
detuning. We obtain an effective two-level Hamiltonian

In analogy, we can write the effective saturation parameter for the ladder system. Let us assume comparable val-
ues of the spontaneous emission rates in both models γ� ≈ γ , comparable fields values 

∣
∣�p

∣
∣ ≈ |�k| ≈ |�| and 

introducing δTLS = δp + δk as a two-photon detuning and � = δp − δk ≈ −2δk being of the order of the single-
photon detuning. Since � ≫ δTLS we can neglect |�|2/� term and by comparison to the two-level description 
(Eqs. (4, 5) with Eq. (6)), express the resulting effective saturation parameter S� with respect to the S parameter

(3)χab(δ) =
N |dab|

2

�ǫ0

i

−iδ + γaa
2 +

�2
k

−i(δ+δk)+
γcc
2

+ O[�2
p],

(4)H=̇
�

2

[
δTLS −�

−�∗ − δTLS

]

,

(5)S =
2|�|2

1+
(
2δTLS
γ

)2
.

(6)H�
eff=̇

�
2




(δp + δk)−

|�k |
2

δp−δk
−

�p�k

δp−δk

−
�∗
p�

∗
k

δp−δk
− (δp + δk)−

|�p|
2

δp−δk



 ,
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Thus, we rather qualitatively show the intuitive result that the saturation in the ladder-type systems compared 
to the pure two-level one is much harder to achieve hence the population transfer is suppressed by the factor 
|�|2

�2  which is roughly of the order of 10−2 − 10−4 . Indeed, experiments in three-level media are usually carried 
out far from the saturation regime13,25.

Group index: approaches
The group velocity vg and the group index ng are related by the expression vg = c/ng . This paper mainly examines 
the group index, which is more convenient for calculations. The following section describes different approaches 
enabling the determination of the group index in optically-dressed media. The analytical derivation of the group 
index is based on an assumption of the monochromatic probe light. For a more realistic treatment, we addi-
tionally consider numerical and semi-analytical methods to incorporate the spectral shape of the probe pulse.

Analytical solution
The spectral components of the group index can be related to the electric susceptibility by44

The electric susceptibility of the �-type medium is given by Eq. (3), which holds for �k ≫ �p . For a more detailed 
discussion including nonlinear probe corrections see Supplement Sec. S5.1. The analytical formulation in (8) 
assumes spectrally narrow pulses; hence, we will use it as a benchmark for more realistic calculations consider-
ing spectrally broad pulses.

Numerical approach
The numerical method operates entirely in the time domain. It achieves the best simulation accuracy at the 
expense of the highest computational time among all the considered methods. We have implemented Eqs. (1) 
and (2) in a self-developed solver in Python based on the Lax-Wendroff and Runge-Kutta 4th order methods 
(see Supplement Sec. S3). It provides the full dynamics for both medium and fields conforming to the slovly-
varying-envelope approximation.

Knowing the pulse’s temporal profile at the end of the sample �p(z = L, t) , we calculate the group index in 
analogy to the optical refractive index, evaluating the difference in optical (here “group”) paths for pulses propa-
gating inside the medium and in free space: ngL− L = ctg − ct0 . Here, tg ≡ tg (δp,�k , L) is the time of travel of a 
fixed-carrier-frequency probe pulse through the given medium, while t0 is the time for the same pulse travelling 
through empty space of the same length L. This yields45

Evaluation of tg has to be based on a reference point in the pulse, which we select as the maximum of the pulse. 
In optically-dense media the shape of a pulse may be distorted (see schematics shown in Fig. 1), which calls into 
question our ability to track the pulse maximum, and hence, the definition of group velocity44,46. In our study, we 
use Gaussian pulses in dilute media to ensure the preservation of pulse shape and carefully monitor population 
distribution and absorption rate.

The expression given by Eq. (8) describes individual spectral components of the group index. Contrary, 
(Eq. 9) is a recipe to evaluate the group index of a pulse with the carrier frequency detuning δp . The pulse could 
be spectrally broad as demonstrated in Sec. 5 and might have a nontrivial shape, with the restrictions described 
in the previous paragraph.

Fourier semi‑analytical solution
The final group index evaluation method combines elements from frequency and time domains and ideas already 
presented. We Fourier transform (FT) the propagation equation for the probe field [Eq. (2)] and by using relation 
σ̃ab ∝ �̃pχab (see Supplement) and (Eq. 3), we obtain

where x̃ ≡ FT(x) . The solution is

where �̃p0 ≡ �̃p(z = 0,ω) is the spectral shape of the pulse at the beginning of the sample. To obtain the shape 
of the pulse at the end of the medium, we inverse Fourier transform (IFT) the solution for z = L:

(7)
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The introduced equations can only be calculated analytically for simple cases, otherwise, numerical Fourier 
transformations are used. The approach is based on the probe susceptibility χab evaluated in the regime linear 
with the probe field �p [Eq. (3)], and limited to relatively weak probes to avoid the distortion of the pulse and 
population transfer. This is the frequency-domain part of the approach. The time-domain part involves the 
same procedure as the fully numerical solution, with the group index found based on Eq. (9). We compare the 
temporal shapes of the probe fields at the end of the sample in the absence or presence of the control field. To 
find the field at the end, instead of heavy simulations of the pulse propagation, we perform faster calculations 
in the frequency domain. The evaluated group index based on Eq. (9) corresponds to the group velocity of a 
spectrally broadened pulse with the carrier frequency detuning δp and approaches the analytical result, Eq. (8), 
in the limit of monochromatic fields.

In summary, the analytical solution given by Eq. (8) describes the group index of individual Fourier com-
ponents of the probe pulse. The group index of a spectrally broad pulse can be calculated with Eq. (9) either in 
the fully numerical method or using the Fourier semi-analytical solution. The most general numerical method 
provides insight into the full population dynamics and thus can be time-consuming. It allows us to verify the 
validity of the σbb = 1 assumption made for the other two methods. The Fourier approach, applied to the sta-
tionary case in the far-from-saturation regime, is a faster calculation method. In Supplement Sec. S3 the three 
methods are compared in detail.

Results
In this section, we evaluate the optimal parameters of the control field for observing superluminality by introduc-
ing a two-dimensional figure of merit. The calculations are made for rubidium vapor parameters.

Calculation parameters
The medium with length L = 4.91 cm ( 9.28 · 108 a.u.) is filled with rubidium-87 vapor with states |a� = 5P 3

2
 , 

|b� = 5S 1
2
 and |c� = 5D 5

2
 and transition wavelengths �ba = 780 nm, �ac = 776 nm (The magnetic structure of the 

levels is neglected.). The lowest level is a ground state for the Rb atom with infinite lifetime while the middle 
level has the lifetime of τa = 26 ns ( 1.08 · 109 a.u.) and the upper one of τc = 238 ns ( 9.84 · 109 a.u.)47. The spon-
taneous emission rates are γaa = 2π/τa = 2π · 6.1 MHz ( 9.26 · 10−10 a.u.) and γcc = 2π/τc = 2π · 0.67 MHz 
( 1.016 · 10−10 a.u.). The electric dipole moments for transitions |b� → |a� and |a� → |c� are dba = 5.1 · 10−29 C m 
(6 a.u.) and dac = 1.95 · 10−29 C m (2.3 a.u.)48. The concentration N is set to 1011 atoms/cm3 ( 1.5 · 10−14 a.u.).

Selection of optimal parameters of CW control field
We analyse the probe output field as a function of control-field parameters to identify promising superluminal 
regimes. The probe propagates along the z-axis [minus signs in Eq. (2)] and the control field in the opposite 
direction [plus signs in Eq. (2)]. This is a common approach to reduce the Doppler broadening in experiments 
on � configuration systems49. The control parameters are the single-photon detuning δk and the amplitude Ek 
(or equivalently �k ), affecting medium dispersion and absorption.

To optimise the control-field conditions, we define a figure of merit (FOM) that combines the requirements 
of the group index being below 1 and of a high transmission coefficient

For each set of control-field parameters δk and �k , we adjust the probe-field detuning to maximize β : δmin is the 
probe detuning that minimizes the ng (δ, δk ,�k) in the vicinity of the two-photon resonance. The transmission 
coefficient is evaluated as the probe amplitude at the end of the sample relative to its input value. The FOM is 
constructed as a product of two quantities: The left parenthesis evaluates how much the group index differs from 
the vacuum value and needs to be positive for superluminality, while negative values of β correspond to sublu-
minal propagation. The higher the value of this parenthesis, the larger the group velocity of the pulse becomes. 
The right parenthesis describes transmission for the optimal detuning δmin of the probe field. The significance 
of transmission in the FOM is controlled by the parameter M. For M = 0 transmission is not taken into account 
and the FOM only considers the degree of superluminality. For M = 1 , β has maximal values for transmissions 
below 40% while the value of M = 4 favours roughly 80% transmission, which better prevents pulse distortion.

We now construct FOM maps as functions of the control-field parameters ( δk ,�k ) in Fig. 4. The single-photon 
detuning δk is hundreds of times larger than the width of the middle level ( γaa ) to suppress the influence of the 
single-photon resonance. Figure 4a shows the control-field detuning and amplitude plane with solid contour 
lines for the constant group index and dashed for transmission. Figure 4b–d presents β for different values of 
M, with the colour scale indicating the FOM above or below half the maximal value shown in white. These plots 
guide the selection of control-field parameters for further investigation – the bluer the region, the better the 
conditions for the superluminal propagation. White lines mark the values of the group indices and transmission 
in the vicinity of the largest FOM values. For a higher value of M the FOM β is maximized at larger transmission 
coefficients. Smaller values of M prioritize the minimized group index in the first bracket in Eq. (13). Thus, we 
find a trade-off between transmission and superluminal propagation velocity.

Five pairs of parameters are selected for further analysis with the FOM evaluated for M = 4 (Fig. 5): Point 1, 
with the control-field Rabi frequency �k = γaa and detuning δk = 300γaa lies in the blue region, where small 
absorption and a high negative group index are observed. The conditions are favorable for superluminal propa-
gation. FOM = 248.

(13)
β(δk ,�k;M) =
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1− ng (δ

min, δk ,�k)
)
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Point 2 demonstrates that for a weaker control-field amplitude �k = 0.5γaa a detuning δk = 150γaa can be 
chosen to achieve a similar FOM = 238 as for Point 1.

For Point 3 keeping the same detuning as in Point 1, we significantly increase the value of the control field 
�k = 1.5γaa , which results in lower transmission but larger group index. FOM = 156.

For Point 4 keeping the same amplitude of the control field as in Point 1, we significantly increase the detun-
ing δk = 500γaa . This leads to greater transmission, but the value of the group index is closer to 1. FOM = 168.

Point 5 belongs to the dark red region, where the parameter β is negative (FOM = -27) in contrast to the previ-
ously analysed cases. In this case, the two-photon transition is suppressed by the single-photon transition. For the 
control-field Rabi frequency �k = 0.01γaa and δk = 50γaa , the resulting group index is a small correction at the 
background given by the single-photon resonance and the superluminal propagation conditions are not achieved.

 
We additionally introduce the fractional advancement parameter (FA), which is a percentage value of the 

pulse advancement tadv = tg − t0 with respect to the pulse temporal width. It can be calculated directly from 
the Eq. (9) as

where tHWHM is the temporal half-width-half-maximum of the pulse at the beginning of propagation.
For further calculations, we set the probe field �p = 0.05γaa . We can consider it as a relatively weak field that 

fulfils requirements for the previously derived equations. The time step is set to �t = 1.28 · 10−4γ−1
aa = 3.34 ps 

( 1.38 · 105 a.u.) and the spatial step �x = c�t = 1.0 mm ( 1.89 · 107 a.u.). This gives 50 spatial points along the 
sample.

Broad and narrow pulse propagation analysis
We now investigate the propagation of the probe pulses under conditions defined by the five points above. Sup-
plement Sec. S5.2 discusses monochromatic fields as a benchmark for other approaches. Such a wave has an 
infinitely narrow spectrum that provides the deepest dip in the group index curve, as demonstrated by the exam-
ples in Figs. 6 and 7 discussed below in detail. Here, we focus on Gaussian-shaped probe pulses as an important 
and experimentally feasible case. For a satisfactory resolution of numerical calculations described in Sec. 4.2 
in the vicinity of the two-photon resonance we set �ωp = 0.01γaa . Then, calculations for discretized detunings 
δp = −δk +m ·�ωp are performed for m ∈ {−30,−29, ..., 29, 30} , where m = 0 corresponds to the two-photon 
resonance condition ( δp + δk = 0 ). The other methods (see Secs. 4.1 and 4.3) are less time-consuming, so we 
could perform calculations with higher spectral resolution.

(14)FA = 100%
tadv

2tHWHM
= 100%

L

c

ng − 1

2tHWHM
,

Figure 4.   (a) Group index (solid lines) and transmission (dashed) as functions of the control-field Rabi 
frequency �k and detuning δk . (b–d) β(δk ,�k;M) for different values of M. Group index and transmission near 
the FOM maximum are marked with white lines.
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The control field modelled as a smoothed step pulse enters the sample first. After a stationary state is estab-
lished, the probe pulse propagates in the opposite direction. The details of the control-field shape and parameters 
are discussed in Supplement Sec. S5.2. We performed calculations for Gaussian probe pulses with two different 
temporal lengths for all five (δk ,�k) pairs, corresponding to the Points in Fig. 5. Such pulses propagate through 
the medium, and at the end, we collect their temporal shapes. The resulting peak amplitudes and positions are 
used to evaluate group indices [Eq. (9)], which are directly comparable with the analogous results for mono-
chromatic waves [Eq. (8)].

Long Gaussian pulse
We first discuss Gaussian pulses of spectral width narrow with respect to the spontaneous-emission rate, charac-
terized by the temporal HWHM = 50τa = 1.3 µ s ( 5.4 · 1010 a.u.). The left-hand side of Fig. 6 presents the pulses 
at the end of the sample obtained numerically (solid lines) and calculated by the Fourier approach (dashed lines). 
All the results are in very good agreement, as the requirements of negligible population transfer and control-field 
modulation are met. Since we present the shapes for different values of the detuning, we capture pulses on the 
side of the absorption line (e.g. the blue ones) which are subliminal, as well as the superluminal ones near the 
resonance (e.g. red ones). Black solid lines show reference pulses travelling through free space.

On the right-hand side, the corresponding group indices are presented as functions of detunings δp/γaa . 
Each point in black and along the red line corresponds to the group index of the Gaussian pulse with the carrier-
frequency detuning δp and spectral width given above. On the contrary, each point along the blue curve, based 
on the analytical formula Eq. (8), describes a single-frequency component of the group index, which can be 
interpreted as the limiting case of pulses infinitely narrow spectrally. Results for the Gaussian pulses are slightly 
suppressed with respect to those of the monochromatic waves. The maximal values of FA obtained for resonant 
pulses are also marked on the right-hand side of Fig. 6.

For the most promising Points 1 and 2, the transmission on the two-photon resonance is around 80% as 
intended by setting the parameter M = 4 , while the group index drops to nmin

g ≈ −600 , which corresponds to 
the fractional advancement FA ≈ −3.8% . The similarity of these results can be explained by the fact that the 
absorption is tightly connected to the dispersion responsible for the group index. The two-photon resonance 
may be broadened due to the stronger control field; however, here this correction is marginal. For Point 3, as we 
go up in the FOM plot, the absorption is significantly greater, and the group index dip reaches nmin

g ≈ −1200 
( FA ≈ −7.5% ); hence we observe the mentioned trade-off. The opposite situation is presented for Point 4: 
as we go to the right from Point 1 in the plot, the absorption and group index are suppressed, resulting in a 
minimal value of nmin

g ≈ −200 ( FA ≈ −1.2% ). The clearly subluminal propagation conditions provided by 
Point 5, intentionally chosen for demonstration purposes, lead to negligible absorption as the two-photon 
group index dip is a small correction on the left edge of a single-photon one. Additionally, we see discretization 
and discrepancy between numerical and analytical data. It indicates that our calculations at this point are at the 
numerical-accuracy limit: The arrival time difference as in Eq. (9) roughly corresponds to one time step �t . All 
the calculations were performed for the same time and space steps ( �t,�z ), and so the last results serve as a 
limit reference in this particular setup. Naturally, decreasing these steps would increase the calculation time as 
well as the accuracy of the results.

In all cases, the results confirm conditions for superluminal propagation in three-level ladder systems with 
Rb vapors, except for one intentionally poor choice of parameters (Point 5). The results show negative group 
velocities and approach the limiting values of the group index achievable for monochromatic waves. These find-
ings make Rb vapors a promising candidate medium for achieving superluminal propagation in experiments.

Figure 5.   FOM β for M = 4 as a function of normalized detuning and Rabi frequency. Five points for further 
analysis are marked.
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Figure 6.   Transmitted-pulse temporal dependence (left column) and group-index spectral dependence 
versus the single-photon probe detuning (right column) at different two-photon resonance conditions for the 
long (spectrally narrow) pulse: Point 1 �k = γaa , δk = 300γaa ; Point 2 �k = 0.5γaa , δk = 150γaa ; Point 3 
�k = 1.5γaa , δk = 300γaa ; Point 4 �k = γaa , δk = 500γaa ; Point 5 �k = 0.01γaa , δk = 50γaa . The colored solid 
lines shown in the left plots result from numerical calculations of pulses of different probe detunings δp near the 
two-photon transition. The dashed black lines are calculated with the Fourier approach for the same conditions. 
Solid black lines represent pulses travelling through free space of the same length and serve as reference. 
The right plots show resulting group indices for monochromatic waves (blue lines), Fourier (red lines), and 
numerical (dots) approaches. For the first four points, FA is also shown for the resonant pulse.

4.1 superluminal propagation in media of three-level Ξ systems 87



10

Vol:.(1234567890)

Scientific Reports |        (2024) 14:15151  | https://doi.org/10.1038/s41598-024-62220-x

www.nature.com/scientificreports/

Short Gaussian pulse
To understand the effect of the pulse spectral width, we examine Gaussian pulses with HWHM = 15τa = 0.39 µ s 
( 1.6 · 1010 a.u.), roughly three times shorter than the previous one. Consequently, different spectral components 
are subject to slightly different medium response.

All the calculations were performed similarly as in the previous subsection. Figure 7 shows the resulting 
shapes at the end of the sample (left column) and the group indices dependence on the probe carrier frequency 

Figure 7.   As Fig. 6 but for the short (spectrally broad) pulses.
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(right column). The absorption is much weaker as the spectral width is larger, and hence smaller part of the 
pulse efficiently interacts with the medium. For the same reason, shape deformations may appear, as can be seen 
on the right side of the pulse in the two-photon resonance (red curves). This is a limitation for the group-index 
evaluation as the more deformed the final pulse is, the less meaningful the group velocity becomes46. The wide 
spectral shape affects the propagation velocity as well: The group-index curve is broadened and suppressed 
compared to the monochromatic case. Nevertheless, the Fourier-based and numerical calculations are still in 
perfect agreement as no underlying assumptions are violated. It is also worth noticing that for Point 3, we obtain 
nmin
g ≈ −400 which corresponds to FA ≈ −8.5% at the transmission level well above 60%.

Superluminal discussion
The examples presented in this section provide clear evidence for the superluminal propagation of light near the 
two-photon resonance. Based on the above analysis, one can formulate several important conclusions.

First, the analysis of Gaussian-pulse propagation shows that the calculation of the group index, performed in 
analogy to the refractive index, is justified as long as the spectral profile of the pulse is considered. As expected, 
results for narrow-spectrum pulses match those for monochromatic light. A larger discrepancy between the 
numerical and analytical results for both the absorption coefficient and the group index is observed for spectrally 
wider pulses. This may originate from the fact that even though the central frequency of the beam is far detuned 
from the single-photon transition, the spectral tail of such a pulse may still induce the transition, resulting in 
non-negligible absorption. This violates the assumption of the analytical treatment and calls for a description 
beyond the analytical level from Sec. 4.1.

Second, the group refractive index and accordingly the pulse velocity can be controlled by changing the 
amplitude of the control field �k or its detuning δk . By changing the control-field amplitude in exchange for 
a smaller transmission, we can significantly increase the group index and vice versa. Varying the control-field 
detuning allows one to switch between sub- and superluminal probe propagation.

Third, in the ladder scheme, the group index goes well below unity in the vicinity of the two-photon reso-
nance. Simultaneously, different sets of parameters provide subluminal light propagation. Specifically, we can 
significantly reduce the pulse group velocity by simply detuning the probe field away from the two-photon reso-
nance. The results are obtained in the case of probe light far detuned from the single-photon resonance, where 
the impact of the transition is small. Otherwise, for too small a separation between the dominant single-photon 
resonance and the two-photon resonance, the resulting group index is significantly increased. This can be seen 
in results for Point 5, with the group-index two-photon dip localized at the side slope of a single-photon one 
(Figs. 6 and 7).

Fourth, the results shown in Figs. 6 and 7 provide comparison between different approaches for Gaussian 
pulses. While pulse propagation can be simulated for different pulse shapes, group indices can be evaluated as 
long as there is a clearly distinguished point, which we can follow along the sample. For example, the rectangular 
shape is extremely difficult to investigate as the deformation on its edges would incorporate significant ambiguity 
in the position measurement. Hence, the propagation velocity would be indefinite.

Finally, with the medium in the ladder configuration, it is possible to use lower intensities of the probe field 
than in conventional two-level systems, where one operates in the linear absorption regime. This, given the 
concentration of the atoms in vapors and the sample size in a typical experiment (several centimetres), provides 
a promising scheme for experimental implementation. For this purpose, the introduced FOM map is a conveni-
ent tool for estimating propagation outcomes, especially for spectrally narrow pulses. As a quantity simple and 
fast to calculate, the FOM can be used to identify potentially interesting parameter regimes before performing 
time-consuming simulations.

Conclusions
The theoretical investigations presented in this work aimed at analysing superluminal light propagation in three-
level systems under the two-photon absorption conditions. The analysis was performed with three different 
approaches, both analytical and numerical, concerning both the efficiency and correctness of the results. The 
results allowed us to formulate and verify the applicability conditions of the semi-analytical approach based on 
the spectral decomposition of the pulses. Based on these three approaches, the group index for different sets of 
the probe- and control-light parameters was calculated in a realistic scheme of rubidium vapor. To quantitatively 
compare the results for different control-field parameters, the figure-of-merit β(δk ,�k;M) was introduced. It 
accounted for both the dispersion and absorption of the medium and allowed us to identify the conditions under 
which the optimal propagation was achieved.

The versatility of the numerical and the Fourier methods allows for future analysis of more complex scenarios. 
One can envision light propagation with a time-dependent control field, for which the properties of the medium 
change, e.g., switching between sub- and superluminal regimes for the probe pulses. Pulse reshaping effects could 
be discussed in the regimes in which the group velocity is no longer a valid quantity. Another interesting case is 
the nonlinear regime when the medium supports the refractive index dependence on the probe intensity in the 
Kerr effect, related to the formation of optical solitons, optical vortices or applications of optical switches and 
logic gates for all-optical computing.

Data availability
The data underlying the results presented in this paper are publicly available at https://​doi.​org/​10.​18150/​Z5U8MG 
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Here, we discuss in detail the following topics:
S1. Derivation of the Bloch-Maxwell equations.
We derive general equations for the evolution of the one-dimensional three-level media and for the propagation of the electric
fields.
S2. Spontaneous emission and dephasing.
We evaluate the matrix forms of the operators corresponding to the spontaneous emission and dephasing processes in all three
types of three-level systems considered in the main text.
S3. Numerical methods.
We discuss numerical methods used for simulations and briefly describe the parallelization of the calculations.
S4. Derivation of electric susceptibilities for three-level systems.
We provide a comparison of three-level configurations in terms of electric susceptibilities in each case.
S5. Validation of the approaches.
We present evidence that the approaches introduced in the main text are valid and give the same results under various conditions.

S1 Derivation of the Bloch-Maxwell equations
In our analysis, we focus on a 1D atomic medium, with atoms modelled as three-level systems. The medium is described with
the formalism based on spatiotemporal density matrix ρ(z, t), whose evolution is given by the Lindblad master equation that
includes relaxation processes (spontaneous emission or dephasing)

ih̄ρ̇(z, t) = [H(z, t),ρ(z, t)]+L (ρ(z, t)), (S1)

where h̄ is the reduced Planck constant and L is the Lindblad operator. In the energy basis {|c⟩ , |a⟩ , |b⟩}, the matrix
representation of the Hamiltonian H is given by

H =




h̄ωc −E⃗k(z, t)d⃗ca 0
−E⃗k(z, t)d⃗ac h̄ωa −E⃗p(z, t)d⃗ab

0 −E⃗p(z, t)d⃗ba h̄ωb


 . (S2)

The above form of the Hamiltonian reveals that only electric-dipole interactions are considered in our treatment (the electric-
dipole approximation). The electric-dipole moment elements d⃗i j are responsible for the transitions between the states |i⟩ and | j⟩,
where i, j ∈ {a,b,c} and i ̸= j. In all cases, the transition between levels |c⟩ and |b⟩ is forbidden, d⃗bc = d⃗cb = 0⃗. Additionally,
for the V type medium, we set h̄ωa = 0 while for the two other cases, h̄ωb = 0 and the energies of the other levels are evaluated
with respect to the corresponding ground state.

The general expression for the Lindblad operator is

L (ρ) = 2ih̄∑
i j

γ ′i j

[
Li jρL†

i j −
1
2

(
L†

i jLi jρ +ρL†
i jLi j

)]
, (S3)

where i, j ∈ {a,b,c} such that ω j > ωi and Li j = |i⟩⟨ j| are flip operators, describing spontaneus emission, while γ ′i j are the
corresponding relaxation rates. Dephasing can be included by setting i = j1 (for more information see Sec. S2.4). For each
type three-level system, there are only two non-zero rates describing spontaneous emission: γ ′ab and γ ′ac, γ ′ba and γ ′ca, γ ′ba and
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γ ′ac for V , Λ, and Ξ, respectively. Since for all the cases the matrix forms of L (ρ) are significantly different, we derive their
explicit forms in Sec. S2.

The levels |a⟩ and |b⟩ are coupled via the electric field of the probe light given by

E⃗p(z, t) = Ep(z, t )⃗ep cos(kpz±ωpt). (S4)

Similarly, the control field

E⃗k(z, t) = Ek(z, t )⃗ek cos(kkz±ωkt) (S5)

couples the |a⟩ and |c⟩ levels. Here Ep and Ek are the envelopes of the fields, e⃗p and e⃗k are the corresponding polarization
vectors, ωp and ωk stand for the carrier frequencies, and kp and kk are the projections of the wavevectors onto the z-axis.
Additionally, since we keep calculations general, we allow the fields to propagate in either of the two directions along the z-axis,
which is represented by the ± signs in the argument of cosine functions.

To derive equations for each density matrix elements ρi j, we introduce the substitutions

ρaa(z, t) = σaa(z, t), (S6a)
ρbb(z, t) = σbb(z, t), (S6b)

ρba(z, t) = σba(z, t)e∓αpi(kpz±ωpt), (S6c)

ρac(z, t) = σac(z, t)e±αki(kkz±ωkt), (S6d)

ρbc(z, t) = σbc(z, t)e∓αpi(kpz±ωpt)e±αki(kkz±ωkt), (S6e)

where the lower or upper sets of signs should be used according to the propagation-direction choice from Eqs. (S4) and (S5).
To distinguish different three-level systems, we introduced the parameters αp and αk that define signs for different cases:

• for V system: αp = αk =+1,

• for Λ system: αp = αk =−1,

• for Ξ system: αp =−1, αk =+1.

The substitution allows us to perform the rotating-wave approximation (RWA) and simplify the evolution [Eq. (S1)] by removing
the rapidly oscillating terms. The resulting set of the Bloch equations is

σ̇aa = iΩpσba − iΩpσab − iΩkσac + iΩkσca +Laa, (S7a)
σ̇cc = iΩkσac − iΩkσca +Lcc, (S7b)
σ̇ba = αpiδpσba − iΩp(1−σcc −2σaa)− iΩkσbc +Lba, (S7c)
σ̇ac =−αkiδkσac + iΩpσbc − iΩk(σaa −σcc)+Lac, (S7d)
σ̇bc = (αpiδp −αkiδk)σbc + iΩpσac − iΩkσba +Lbc, (S7e)

where we introduced the Rabi frequencies Ωp = Ep⃗ep · d⃗ba/2h̄ and Ωk = Ek⃗ek · d⃗ac/2h̄ of the probe and control fields, respectively.
We also assumed real values of the electric dipole moments, d⃗i j = d⃗ ji and preservation of atomic population (∑i σii = 1). The
detunings from single-photon resonances are defined as δp = ωp −ωba for the probe field and δk = ωk −ωac for the control
field.

The propagation of the fields along the medium can be fully described by the wave equation
(
−∂ 2

z +
1
c2 ∂ 2

t

)[
E⃗p(z, t)+ E⃗k(z, t)

]
=−µ0∂ 2

t P⃗(z, t). (S8)

Here, P⃗ stands for the polarization induced in the medium by the fields and µ0 is the vacuum permeability. The relation between
this macroscopic quantity and the quantum state of the medium is given by P⃗(z, t) = N Tr

(
ρ d⃗
)

, where N is the concentration
of atoms. We can now apply RWA and the slowly-varying-envelope approximation (SVEA) to Eq. (S8). The latter is used if
one can assume that the field envelopes Ep,k change slowly in time (space) compared to the rapid oscillations at the carrier
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frequency. In such a case, time derivatives of σi j can be neglected, as |σ̇i j| ≪ |ωσi j|, and the wave equation can be separated
into a set of first-order equations for the probe and control fields2

(∂t ± c∂z)Ωp =±αpi
Nωp|dba|2

2h̄ε0
σba, (S9a)

(∂t ± c∂z)Ωk =±αki
Nωk|dac|2

2h̄ε0
σac, (S9b)

where ε0 is the vacuum permittivity. As a result, probe- and control-field dynamics depend on the coherences in the medium
originating from the interaction with the fields. Equations (S7) and (S9) are known in the literature as Bloch-Maxwell equations.

S2 Spontaneous emission and dephasing
In the considered case, the Bloch equations, given in Eqs. (S7), contain terms with Li j. The terms are derived from the master
equation Eq. (S3) and are responsible for spontaneous emission. Here, we derive the exact forms of these terms for all the
energy-level schemes considered in the manuscript.

S2.1 V-type
The spontaneous emission is described by the two flip operators Lab = |a⟩⟨b| and Lac = |a⟩⟨c| (the transition between the levels
|c⟩ and |b⟩ is forbidden). Hence, the Lindblad operator takes the form3

L V (ρ) = 2ih̄
{

γ ′ab

[
LabρL†

ab −
1
2

(
L†

abLabρ +ρL†
abLab

)]

+γ ′ac

[
LacρL†

ac −
1
2
(
L†

acLacρ +ρL†
acLac

)]}
.

(S10)

The matrix form of the operator in the eigenbasis {|c⟩ , |a⟩ , |b⟩} is

L V =̇ih̄




−2γ ′acρcc −γ ′acρca −(γ ′ab + γ ′ac)ρcb
−γ ′acρac 2γ ′abρbb +2γ ′acρcc −γ ′abρab

−(γ ′ab + γ ′ac)ρbc −γ ′abρba −2γ ′abρbb


 . (S11)

Usually, this matrix is presented in a different form with use of the rewritten variables as below

L V =̇ih̄



−γccρcc −γacρca −γbcρcb
−γacρac γbbρbb + γccρcc −γabρab
−γbcρbc −γabρba −γbbρbb


 , (S12)

where γcc = 2γ ′ac, γbb = 2γ ′ab, γab = γ ′ab =
1
2 γbb, γac = γ ′ac =

1
2 γcc, and γbc = γ ′ab + γ ′ac =

1
2 (γbb + γcc). Here, γii is the relaxation

rate of the state |i⟩, while γi j, i ̸= j, are the terms responsible for the decay of coherences, i.e., the off-diagonal elements of
the density matrix. If spontaneous emission is the only source of decoherence, we can express the decoherence rates by the
spontaneous emission rates:

L V =̇ih̄




−γccρcc − 1
2 γccρca − 1

2 (γbb + γcc)ρcb
− 1

2 γccρac γbbρbb + γccρcc − 1
2 γbbρab

− 1
2 (γbb + γcc)ρbc − 1

2 γbbρba −γbbρbb


 . (S13)

S2.2 Λ-type
For the Λ energy configuration, the following flip operators are important for the spontaneous emission: Lba = |b⟩⟨a| and
Lca = |c⟩⟨a|. Thus, we have

L Λ(ρ) = 2ih̄
{

γ ′ab

[
LbaρL†

ba −
1
2

(
L†

baLbaρ +ρL†
baLba

)]

+γ ′ac

[
LcaρL†

ca −
1
2
(
L†

caLcaρ +ρL†
caLca

)]}
,

(S14)
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which in the matrix form is given by

L Λ=̇ih̄




2γ ′acρaa −(γ ′ab + γ ′ac)ρca 0
−(γ ′ab + γ ′ac)ρac −2(γ ′ab + γ ′ac)ρaa −(γ ′ab + γ ′ac)ρab

0 −(γ ′ab + γ ′ac)ρba 2γ ′abρaa


 . (S15)

Here, we can rewrite this matrix in analogy to the V scheme, but an additional assumption is needed. Usually, the lower levels
are energetically close to each other in comparison with the upper level, and we assume γ ′ab ≈ γ ′ac. Under these assumptions, we
have new substitutions γaa = 2(γ ′ab + γ ′ac), γab = γac = γ ′ab + γ ′ac =

1
2 γaa, and γbc = 0. These lead to the final matrix form of the

Λ-scheme Lindblad operator

L Λ=̇ih̄




1
2 γaaρaa − 1

2 γaaρca 0
− 1

2 γaaρac −γaaρaa − 1
2 γaaρab

0 − 1
2 γaaρba

1
2 γaaρaa


 . (S16)

S2.3 Ξ-type
As previously, only two flip operators (Lba = |b⟩⟨a| and Lac = |a⟩⟨c|) describe the spontaneous emission in the Ξ system:

L Ξ(ρ) = 2ih̄
{

γ ′ab

[
LbaρL†

ba −
1
2

(
L†

baLbaρ +ρL†
baLba

)]

γ ′ac

[
LacρL†

ac −
1
2
(
L†

acLacρ +ρL†
acLac

)]} (S17)

and the matrix form is

L Ξ=̇ih̄




−2γ ′acρcc −(γ ′ab + γ ′ac)ρca −γ ′acρcb
−(γ ′ab + γ ′ac)ρac −2γ ′abρaa +2γ ′acρcc −γ ′abρab

−γ ′acρbc −γ ′abρba 2γ ′abρaa


 . (S18)

By substituting γaa = 2γ ′ab, γcc = 2γ ′ac, γab = γ ′ab =
1
2 γaa, γac = γ ′ab + γ ′ac =

1
2 (γaa + γcc), and γbc = γ ′ac =

1
2 γcc, we obtain

L Ξ=̇ih̄




−γccρcc − 1
2 (γaa + γcc)ρca − 1

2 γccρcb
− 1

2 (γaa + γcc)ρac −γaaρaa + γccρcc − 1
2 γaaρab

− 1
2 γccρbc − 1

2 γaaρba γaaρaa


 . (S19)

S2.4 Extended description
To include the additional dephasing processes, we can modify the matrices (S13), (S16), and (S19) by adding the dephasing
matrix

L dep=̇ih̄




0 −γdep
ac ρca −γdep

bc ρcb

−γdep
ac ρac 0 −γdep

ab ρab

−γdep
bc ρbc −γdep

ab ρba 0


 , (S20)

where γdep
i j stands for the dephasing rates obtained from the master equation for the given dephasing operator, e.g., Ldep =

1√
2
(|i⟩⟨i|− | j⟩⟨ j|) where i and j correspond to the involved states.
Despite the similar form of the Lindblad equations in different systems, the dynamics they represent turns out different. In

the Λ-type model, spontaneous emission does not disrupt the coherences between the lower levels, and hence the coherent
effects are the strongest. In the Ξ- and V-type systems, spontaneous emission influences the coherences, and hence the coherent
effects are weaker. Based on Eqs. (S13, S16, and S19), in the V -type the suppression of coherence between the |b⟩ and |c⟩
states is the fastest among the three configurations due to the dependence on the spontaneous emission rates from both upper
levels, while in the Ξ-type only the highest level contributes. These observations are reflected in the susceptibility profiles
shown in the main text in Fig. 2 in Sec. 3.

S3 Numerical methods
For the propagation problem presented in the paper, we solve the Bloch-Maxwell equations [Eqs. (1) and (2) in the main text].
This can be done analytically for a few simple cases, but in general, the numerical approach is required. The calculations of the
dynamics can be made in the discrete-time domain by solving the equations for the whole medium in successive time steps.
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The equations describing the evolution of the medium [Eqs. (1)] are position-dependent. In the considered case, the medium
consists of non-interacting three-level systems, and hence the dynamics of each of them can be calculated separately with the
use of the Runge-Kutta fourth-order method4. This approach provides an accuracy proportional to the fourth order of the time
step (∆t)4.

For the calculations of the evolution of the probe and control pulses, we use the Lax-Wendroff method5. It is based on
finite differences and has an accuracy proportional to the squared time step (∆t)2. The general approach is based on solving the
equation

∂t f (z, t)+A∂z f (z, t) = s(z, t), (S21)

where A is a constant, f is a solution we are looking for, and s is a source term. For the solution, we introduce the discretization
t → tp = t0 + p∆t for p = 0,1,2, ... and z → zq = z0 +q∆z for q = 0,1,2, ...,n. Additionally, we choose ∆z = A∆t. To simplify,
we write f (z, t) = f (t,z)→ f (tp,zq)≡ fp,q. To calculate fp+1,q for all q, we use the formula6

fp+1,q = fp,q ±
1
2
( fp,q+1 − fp,q−1)+

1
2
( fp,q+1 −2 fp,q + fp,q−1)+∆tsp,q, (S22)

where the ± sign has to be set to minus for propagation along the z-axis and to plus otherwise. Since it is a first-order differential
equation, we have to know the initial conditions f0,q for all q and the boundary conditions fp,0, fp,n for all p.

Comparing Eq. (S21) with Eq. (2), we can adapt the described method to the considered case. Specifically, the function s
can be identified as a solution of the Bloch equations, precisely the coherences σi j from Eq. (2) driving the probe and control
field.

We also implemented multiprocessing in the code so that we can calculate real-life samples in minutes instead of hours or
days. Instead of calculating everything in a loop, we divide the medium into smaller pieces and do the calculations separately,
exchanging only the values from the overlapping points on the edges between them. To calculate a point fp+1,q, according to
Eq. (S22), we have to know three points ( fp,q−1, fp,q, and fp,q+1) from the previous time step (see Fig. S1).

Figure S1. Representative ten space points and four processes (different colors). Each point in time step tp+1 requires three
points from the previous step tp (presented by arrows). Because of that, if we divide the medium into four parts, to perform
proper calculations each part has to contain two more points from tp than the resulting field has in tp+1. The boundary
conditions provide values for the edge points for all times tp, so that the same number of points in space is used for each time
step. This process repeats for all time steps used in the calculations.

S4 Derivation of electric susceptibilities for three-level systems

In the frequency domain, Eqs. (2) can be rewritten in terms of the electric susceptibility of the medium2. The probe-
field susceptibility χp can be evaluated by a direct comparison of medium linear polarization components at the probe-
field frequency P(δ ) = ε0χ(δ )Ep(δ ) and the microscopic description P(δ ) = N Tr[σab(δ )dba] for the Λ and Ξ systems and
P(δ ) = N Tr[σba(δ )dab] for the V system. For convince, here the quantities are given using detuning δ = ω −ωab and ωs are
spectral components of the pulse.1 The vector notation is omitted since we assume that all vectors are co-linear. In our analysis,
σab(ba) is assumed to give rise only to the relevant component of the polarization at the probe frequency, i.e., it does not couple
other transitions.

The spectral components of the density-matrix elements σi j(δ ) correspond to the stationary solutions obtained by replacing
the derivatives in Eqs. (1) by zeros. The resulting expression for electric susceptibility for the probe field reads as

χp(δ ,δk,Ωp,Ωk) =
N|dab|2

h̄ε0

σ stat
p (δ ,δk,Ωk,Ωp)

Ωp
, (S23)

1The Fourier variable ω which we work with in the frequency domain may be confused with the carrier frequency of the probe pulse ωp (similarly, the
detuning δ can be confused with the detuning from the central frequency δp). This is only valid for monochromatic beams; when considering a pulse with
many spectral components, ωs are distributed around the carrier frequency ωp. We emphasize this difference with different symbols.
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Table S1. Summary and comparison of different approaches used in this work.

Approach analytical numerical Fourier-based
Calculation domain frequency time frequency and time
Access to medium dynamics no σi j(z, t) no
Access to field dynamics Ωp(z, t) Ωp(z, t), Ωk(z, t) Ωp(z, t)

Group index evaluation
spectral com-
ponents ng(δ )
[Eq. (4)]

index per pulse
ng(δp) [Eq. (5)]

index per pulse
ng(δp) [Eq. (5)]

Accurate for spectrally broad
pulses no yes yes

Calculation speed high low moderate

where σ stat
p is the stationary value of the proper coherences (p = ”ba” for the V -type while p = ”ab” for the Λ- and Ξ-type

systems). We solve Eqs. (1) for the coherences σ stat
ba (or σ stat

ab ) with the assumption that the interaction with the control field
and operation under the steady state provide that prior to switching on the probe field whole population resides in the state
|b⟩ in the Λ and Ξ configurations (as for the V -system see the discussion below) and other levels are empty. Next, we expand
the stationary expression in the Taylor series with respect to the values of Ωp, which we truncate at the terms that are linearly
proportional. The truncation is valid for the probe field of the Rabi frequency much smaller than the spontaneous-emission
rates, Ωp ≪ γ . We find that the electric susceptibility for all three energy configurations is

χV
ba(δ ) = i

N|dab|2
h̄ε0

(
γ2

cc
4 +δ 2

k +Ω2
k

)
−
(
−iδk +

γcc
2

) Ω2
k

−i(δ−δk)+
γbb+γcc

2(
γ2

cc
4 +δ 2

k +2Ω2
k

)[
−iδ + γbb

2 +
Ω2

k

−i(δ−δk)+
γbb+γcc

2

] +O[Ω2
p], (S24a)

χΛ
ab(δ ) =

N|dab|2
h̄ε0

i

−iδ + γaa
2 +

Ω2
k

−i(δ−δk)

+O[Ω2
p], (S24b)

χΞ
ab(δ ) =

N|dab|2
h̄ε0

i

−iδ + γaa
2 +

Ω2
k

−i(δ+δk)+
γcc
2

+O[Ω2
p]. (S24c)

In the main text, we present graphically the above equations in Fig. 2. Used parameters represent typical orders of magnitude
in atomic alkali vapors. The concentration is set to N = 6.6 ·109 atoms/cm3 (for the Hartree atomic unit system, h̄ = a0 =
me = e = 1 used in the numerical calculations, the concentration is 10−15 a.u.). The spontaneous emission rates (γaa, γbb, and
γcc) are calculated for each configuration based on the arbitrarily selected values γ ′ba = γ ′ac = γ ′ = 2π ·1.6 MHz (2.5 ·10−10 a.u.),
and γ ′bc = 0 used in Eq. (S3) (see Sec. S2 for interpretation). This gives γaa = 4γ ′ for the Λ configuration, γbb = γcc = 2γ ′
for the V configuration, and γaa = γcc = 2γ ′ for the Ξ configuration. The control field is set to Ωk = 55γ ′ = 2π · 90.1 MHz
(1.38 ·10−8 a.u.). The dipole moments are calculated from the Weisskopf-Wigner theorem2

|dab|2 =
3πε0h̄c3

ω3
abn

γab, (S25)

where γab is the optical-coherence (σab) relaxation rate due to spontaneous emission, and n is the refractive index of the medium.
Analogously, we can find the value of |dca|2.

S5 Validation of approaches
Here, we provide the comparisons of the methods presented in Sec. 4 of the main text. A concise summary is presented in
Table S1. We discuss the impact of the probe field on the electric susceptibility, the accuracy of the Fourier transformation
method compared to the direct-propagation approach, and the validity of the monochromatic-wave approach. We use the
parameters for rubidium atoms as presented in Sec. 5.1 of the main text.
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S5.1 Electric susceptibility with probe field
In the main paper, we calculated signals using Eq. (3). In the equation, we neglect the higher-order corrections, e.g., the terms
proportional to Ω2

p, as they are small under our conditions. Here, instead of using the Taylor expansion and neglecting the
higher-order terms, we assume large single-photon detuning δp so that the whole population remains in the ground state |b⟩,
σ stat

bb ≈ 1 (this is true in many physically relevant cases). In consequence, the populations of the upper states are negligible,
σ stat

aa ≈ σ stat
cc ≈ 0, and no significant coherence can arise between the levels, σ stat

ac ≈ 0. Under such conditions, the electric
susceptibility of the Ξ-type medium for the probe field is given by

χab(δp) =
N|dab|2

h̄ε0

i

−iδp +
γaa
2 +

Ω2
k

−i(δp +δk)+
γcc

2︸ ︷︷ ︸
two-photon
resonance

term

+
Ω2

p

−iδk +
γaa+γcc

2︸ ︷︷ ︸
probe-field
correction

. (S26)

Contrary to Eq. (3), this expression includes the probe field Ωp in all orders, taking into account nonlinear corrections to the
medium response. Rewriting the denominator in Eq. (S26), we get

−i(δp +δk)+
γcc

2
+

Ω2
p

−iδk +
γaa+γcc

2

=

−i

[
δp +δk

(
1−

Ω2
p

δ 2
k +

( γaa+γcc
2

)2

)

︸ ︷︷ ︸
δ eff

k

]
+

γcc

2
+

γaa+γcc
2 Ω2

p

δ 2
k +

( γaa+γcc
2

)2

︸ ︷︷ ︸
γeff

bc

,
(S27)

where the probe field acts as a correction to the detuning δk and moves the two-photon resonance towards the single-photon
resonance (an effective detuning δ eff

k ). Additionally, the resonance is broadened by the probe field (the effective rate γeff
bc ). It

should be noted, however, that, for the investigated case of δk ≫ γaa+γcc
2 , the peak shift is the dominant effect.

S5.2 Comparison of results for monochromatic waves

Figure S2. Probe- and control-field envelopes (respectively red and blue lines). Both shapes are presented right before
entering the medium (probe for z = 0 and control for z = L). For the probe field tm =−100/γaa while for the control field
tm =−25/γaa. For both pulses a = 2γaa.

We check the simplest possible case of monochromatic wave propagation in order to compare all three approaches introduced
in Sec. 4 of the main paper.

Let us first note that considering the propagation of monochromatic waves is numerically ambiguous as the field needs
to have a beginning and end. One may think of the step function as an approximation of a real-life realization of such a
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problem, however, a fast switching of the field has numerical consequences and leads to unwanted oscillations known as the
“switching-on effect”. Instead, we use the arctan function, for which we can control the slope of a rising-field envelope. At the
beginning of the medium (z = 0), the field can be described by

f (t) = Ω
[

1
π

arctan(a(t + tm))+
1
2

]
, (S28)

where Ω is the maximum amplitude of the field, a is the slope parameter given in units of [1/s], and tm is the shift of the pulse in
time. Additionally, as we are interested in the steady state, we switch on the control field first and wait until the dynamics of
the medium stabilizes. Next, we turn on the probe field and again await the steady state. The envelopes of the representative
control and probe fields are presented in Fig. S2. The control field propagates in the negative z-direction and the probe field
propagates in the positive direction.

S5.2.1 Weak probe field

Figure S3. a) Shapes of the probe fields (solid colored lines) calculated numerically and obtained by the Fourier-based
method (dashed black lines) at the end of the medium for different probe detunings. b) Absorption in spectral domain
calculated based on: analytical [without (blue line) and with (green line) probe-field correction], Fourier (dashed red line), and
numerical (black dots) approaches. c) Temporal change of population of the ground state |b⟩.

For the consecutive calculations, we use parameters described in the main text as Point 1: control field Ωk = γaa, and
detuning δk = 300γaa. The probe field is also set to the same value Ωp = 0.05γaa. Once the steady state is reached, we measure
the amplitude of the probe field at the end of the sample. All the calculations are done for a fixed detuning of the control field
δk and for a range of detunings of the probe field δp around the two-photon resonance (δk +δp = 0). The resulting probe field
envelopes at the end of the sample can be compared with those calculated with the Fourier-based method.

All the outcomes are presented in Fig. S3. First of all, in Fig. S3a we see pulse shapes for several detunings evaluated
numerically (colored lines) and from the Fourier-based method (dashed lines). We can see a perfect agreement between these
two methods. This suggests that the assumption σbb ≈ 1 holds in that case. Indeed, Fig. S3c shows the transfer of population
from state |b⟩ for the point in the middle of the medium. The value is less than 0.001%.
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In Fig. S3b we compare the transmission of the pulse obtained from the numerical calculations (black dots) with analytical
results. We use the Lambert-Beer law

Ωp(L) = Ωp(0)e−
ωp
2c Im(χab)L, (S29)

where χab is given by Eq. (S26). Since we intend to examine the importance of the probe-field correction, we plot transmission
calculated with and without this correction (respectively, green "analytical Ωp corr." and blue "analytical no Ωp corr.". On top
of that, we also plot the results from the Fourier-based method (dashed red). All the methods return indistinguishable results as
all the curves are the same.

S5.2.2 Strong probe field

Figure S4. a) Pulse shapes at the end of the medium calculated numerically (solid lines) and determined using the Fourier
approach (black dashed lines). The clear differences between the results of the two approaches indicate significant absorption
of the control field along the process. b) Absorption in the spectral domain calculated using analytical [without (blue line) and
with (green line) probe-field correction], Fourier (red line), and numerical (black dots) approaches. The resonance shift is
evident and calculated correctly by incorporating the Ωp-correction (the red plot is on top of the green one). c) Population of
the ground state due to the action of the probe field, indicating the transfer of population to the excited state.

For a strong probe field, the nonlinear Ωp-dependent correction in Eq. (S26) may modify the optical response of the medium.
To investigate this, in the following, we discuss the test case of Ωp = 1.5γaa > Ωk while all other parameters are the same as
above. Note that the probe field is far-detuned with δp ≈−300γaa.

As shown in Fig. S4a and S4b, for the strong probe field, the analytical and Fourier approaches are no longer valid near the
resonance. This is due to the significant absorption of the control field, which modifies the properties of the medium. Near the
resonance, the control field may be significantly absorbed, hence the medium response to the probe field is weaker. However,
even for the case of the strong fields, the transfer of population to the excited states is negligible (less than 0.5%), as shown
in Fig. S4c). From Fig. S4b, we can see that the probe-field correction is required at least for the proper description of the
resonance position, as we can clearly see a resonance shift concerning the calculations neglecting the probe field.

We demonstrated that the assumption of the small probe field is valid unless the field intensity is not comparable to the
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control field. However, even in the opposite case, the assumption of negligible population transfer holds but the absorption of
the control field starts to be important significantly changing the probe absorption.
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5
S U M M A RY

Throughout this thesis the interactions between light and matter are investigated, focusing
on two-level systems with broken inversion symmetry and inversion-symmetric three-level
systems. By developing a comprehensive theoretical framework, the dynamics of light-
matter interactions are explored, particularly the generation of low-frequency radiation
and phenomena like superluminal propagation in the media of such systems.

The work naturally divides into two parts. The first one focuses on the interaction of
light with polar systems, offering analytical solutions for a new class of Hamiltonians. Pre-
viously, such solutions were limited to specific like the Jaynes–Cummings and Rabi ones.
In this thesis, the focus is on the semi-classical description as most interesting phenomena
occur under strong electromagnetic fields. It is shown how permanent dipole moments
influence the optical properties of atomic systems, their coupling strengths with the field,
relaxation constants and energy shifts. Additionally, the generation of radiation with an
optically tunable Rabi frequency is characterized.

The second part extends the investigation to three-level systems, specifically focusing on
the group velocity of the propagating pulses. The possibility of superluminal propagation
in the ladder configuration has been confirmed. A new experimentally feasible scheme is
proposed to achieve superluminal velocities in rubidium vapors.

Overall, this work enriches our understanding of light-matter interactions across dif-
ferent symmetries and provides a foundation for future research in quantum optics and
related areas. The theory included in this thesis opens up a broad area for further investi-
gation, with several ongoing projects aimed at deepening our understanding of the topic.

As an outlook, the nonlinear scaling of Rabi frequency suggests a method for enhanc-
ing coherence in molecular ensembles subject to fields strongly varying in space. In the
regime of Rabi frequency being weakly dependent on the field amplitude, the coherence
within the ensemble may remain stable against fluctuations both in laser intensity and the
positioning of the quantum systems.

Furthermore, the developed theory of polar systems incorporates the impact of per-
manent dipole moments and strong fields into the detuning parameter, which may en-
able exceptionally accurate calculations of the resonance position in atomic systems. This
advancement would pave the way for investigating weak processes occurring in narrow
spectral windows, such as excitation via driving fields far-detuned to match multiphoton
resonances.

Looking ahead, further generalizations of the proposed theory could encompass inver-
sion breaking in many-level systems, alongside investigations of typical processes associ-
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ated with three-level systems, such as EIT, STIRAP, and superluminal propagation. Ad-
ditionally, exploring multiphoton transitions in the strong/ultrastrong coupling regime
as well as nontrivial system-reservoir interactions present an exciting avenue for future
research, building on the foundations established in this work.
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